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ABSTRACT
Software libraries can freely access the program’s entire address space, and also inherit its system-level privileges. This lack of separation regularly leads to security-critical incidents once libraries contain vulnerabilities or turn rogue. We present Cali, a compiler-assisted library isolation system that fully automatically shields a program from a given library. Cali is fully compatible with mainline Linux and does not require supervisor privileges to execute. We compartmentalize libraries into their own process with well-defined security policies. To preserve the functionality of the interactions between program and library, Cali uses a Program Dependence Graph to track data flow between the program and the library during link time. We evaluate our open-source prototype against three popular libraries: Ghostscript, OpenSSL, and SQLite. Cali successfully reduced the amount of memory that is shared between the program and library to 0.08% (ImageMagick) – 0.4% (Socat), while retaining an acceptable program performance.
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1 INTRODUCTION
Programs extend their own logic with external libraries, which ease the life of developers by offering APIs that abstract from common tasks. Whereas convenient and common practice, linking third-party libraries imposes a significant security risk. Libraries execute in the context of the main program, and thereby can freely access the program’s entire address space and inherit the program’s system-level privileges. At the same time, libraries often contain risky functionality, such as parsers, that do not really need to use the full program’s privileges and address space. This lack of privilege separation and memory isolation has led to numerous critical security incidents.

We can significantly reduce this threat surface by isolating the library from the main program. In most cases, a library (i) neither requires access to the entire program’s address space, (ii) nor needs the full program’s privileges to function properly. In fact, even complex libraries such as parsers require only limited interaction with the program and/or system. Conceptually, there is thus little need to grant an untrusted library access to the program or to critical system privileges. Basic compartmentalization principles thus help to secure a program from misuse by untrusted code. First, memory isolation shields the program’s sensitive memory from untrusted code parts (e.g., libraries). Second, privilege separation reduces the set of privileges of untrusted code parts.

Two recent attempts have proven that library isolation fosters memory isolation and privilege separation. Sandboxed API [15] assists developers in isolating the library into its own process (memory isolation) by providing isolation primitives that can be adapted to program-to-library interfaces. To enforce privilege separation, Sandboxed API allows the developer to configure seccomp-BPF [11] filter rules. Similarly, RLBox [30] lets developers split Firefox’s libraries into different processes and again uses seccomp-BPF for confinement. Both systems provide primitives to ease library isolation for developers, but still require significant manual code changes (“Migrating a library into RLBox typically takes a few days [...]” [30]). Given the plenitude of programs and libraries, even such reduced manual effort will severely hinder the wide deployment of library isolation.

The core challenge of automated library isolation is the inherent historic assumption that programs and libraries share the same address space. Any attempt to split this address space (e.g., into different processes) breaks the underlying semantics, if not dealt with accordingly. Passing data across contexts is trivial with primitive data types, but quickly becomes challenging for complex objects. PtrSplit [24] is a first general attempt to tackle this issue by marshalling complex data types whenever they cross boundaries. Methodologically, PtrSplit tracks bounds of complex objects to learn necessary size information that is required to copy complex objects. While such an analysis allows for automation, (i) deep copies create significant memory and performance overhead (essentially duplicating objects passing to/from libraries), (ii) parallel computation on copies will lead to data inconsistencies, and (iii) PtrSplit’s analysis cannot handle type casts. Especially the latter restriction is problematic in practice, as libraries commonly make use of type casts which undermine PtrSplit’s analyses. For example, LLVM’s memcpy cannot be tackled because operands are casted to void*, the same holds for generic callback arguments found in various common libraries.
In this paper, we present CALI, a compiler-aided library isolation system that uses shared memory to allow a secure and efficient interaction between a program and its libraries. Using shared memory makes the use of pointer marshaling obsolete, dropping all its associated disadvantages. The core challenge of CALI is preserving the full functionality of the library invocations, while minimizing the program parts that are exposed to the library. A naive solution could place the entire program memory in shared memory that is accessible to the program and the library, which gained little security as the library had full write access to the main program’s data (including pointers). Instead, CALI leverages a Program Dependence Graph (PDG) [12] to infer which memory allocations will (potentially) be passed from the program to the library. This is, during link time, the PDG observes and propagates data flows crossing the security contexts. CALI then places the according memory regions in shared memory, and isolates the remaining memory in the application and library processes, respectively.

CALI is the first system that fully automatically shields a program from libraries. CALI is compatible with mainline Linux, does not require supervisor privileges, and has an acceptable space and performance overhead. CALI compartmentalizes untrusted libraries into their own contexts with well-defined security policies. We provide both privilege and memory isolation by placing libraries in their own process that operates in per-compartment kernel namespaces. We apply seccomp filters to minimize the system interface of the library.

We implemented CALI based on LLVM and published its source code. We evaluate the functionality, space and performance overhead of our prototype against three popular libraries: Ghostscript (tested with ImageMagick), OpenSSL (tested with Socat), and SQLite (tested with Filezilla). CALI reduced the amount of memory that is shared between the program and library to 0.08% (ImageMagick) to 0.4% (Socat). Not a single function pointer is shared, such that the threat surface is greatly reduced. CALI’s compartmentalization has an acceptable performance overhead when limiting libraries to their least privilege in both memory and system access.

To summarize, our contributions are as follows:

- We present a fully-automated compiler-based separation between trusted and untrusted program logic using compartmentalization and data flow tracking.
- CALI transforms any program to a protected version that can be deployed on mainline Linux, without additional requirements about the hypervisor, OS or hardware.
- The strict security boundaries of the resulting programs greatly reduce the threat surface, while our three examples show that the performance overhead is acceptable.

2 BACKGROUND / RELATED WORK

Program compartmentalization is the foundation of two related research directions with orthogonal goals. Memory isolation hides certain secrets (e.g., keys) in program memory from other parts/components. Typically built on top of memory isolation, privilege separation [34] also limits system access of certain code parts (components) to the least privilege. In either way, compartmentalizing an application is a two-step process: First, an application needs to be separated into two or more distinct code parts (cf. Section 2.1, “Compartmentalization”). These code parts must be able to communicate with each other and keep the functionality of the original application. Second, the now distinct code parts need to be isolated from each other and execute in different contexts (cf. Section 2.2, “Isolation Primitives”). Isolation must guarantee the integrity of the trusted context even if the untrusted context acts maliciously.

We will provide background information and discuss related work in the following. To assist in this discussion, Figure 1 provides an overview of key related works, categorized into the two dimensions of degree of automation (y-axis) and their provided security guarantees (x-axis). CALI aims to fill a gap by providing strong security guarantees (both memory isolation and privilege separation), and at the same time offering an unprecedented level of automation.

2.1 Compartmentalization

The few past manual efforts to split program into compartments (e.g., Google Chrome, OpenSSH) have shown that splitting a program into isolated parts is a tedious and error-prone task. This motivated research on several compartmentalization libraries that aid developers in this process. For example, Privman [21] can be used to split applications in a privileged server and an unprivileged client, requiring changes to the source code: Any library interaction needs to be rewritten manually, any memory transfer needs to be performed by hand. Privman is merely a library providing the isolation primitives. In addition, Google recently published their framework “Sandboxed API” [15], that can be used in C++ programs to isolate C libraries in a compartment process that has only limited capabilities. To apply Sandboxed API, each and every usage of the library needs to be rewritten manually, which is neither trivial nor convenient. A similar framework is RLBox[30], with a much stronger type system enforcing additional security properties. Thus, summarizing, while all these libraries aid developers significantly, they still do not entirely eliminate the manual analyses and efforts.

In order to lower the manual effort of compartmentalization, researchers proposed various assistance tools that give additional information where and how to separate the application. These tools are based on annotation-guided program analysis [3, 18, 25, 48] or dynamic analysis [2, 26]. Unfortunately, the strict dependence on source code changes (or annotations) implies that software can only be compartmentalized by experienced developers with deep knowledge of the source code and library interactions. This lack of automation does not scale for the wide variety of open-source off-the-shelf software.

Researchers have already identified this urgent need for automation. For example, Codejail [47] can separate program privileges without forcing developers to rewrite or know the program code in the program. However, to separate a program, Codejail requires that every library function needs to be “described” by a developer. To this end, wrapper functions need to be written by hand, and they must specify every single memory transfer between program and library. Furthermore, Codejail’s memory isolation is much weaker than related systems. In particular, the untrusted library can read arbitrary memory from the trusted program (hence bugs like Heartbleed cannot be contained). While these wrappers can

1https://github.com/cali-library-isolation/Cali-library-isolation
be written once for a library and then be used in many different projects without hassle, Codejail still leaves open the hard work for developers.

Two existing approaches come close to the degree of automation we envision, PtrSplit [24] and SOAAP [18]. Yet there is one fundamentally hard challenge for automating compartments: data flows of non-primitive objects (e.g., pointers, structs) between the compartments. “PtrSplit” [24] uses static analysis to separate annotated variables and related code. In contrast to prior work, PtrSplit can—assuming code annotations by a skilled developer—infer a separation boundary automatically. Furthermore, as PtrSplit tracks data flows, it marshals complex objects for IPC communication between the compartments. While this boosts automation significantly, it still requires code annotations, which in turn require program knowledge. And while PtrSplit provides memory isolation, it cannot limit privileges of compartments. Facing these challenges, SOAAP even completely left open isolation (and the required automation) open for future work.

Cali automates compartmentalization to the highest degree possible. Given a program and its libraries, Cali fully automatically splits the program from (a developer-specified subset) of libraries. Developers do not have to care about library interfaces, nor have to know at which parts of their program a library has been integrated. The resulting compartments provide memory isolation and privilege separation. Cali only assumes a policy that guides privileges of each program part, which could be derived automatically [10, 13, 14, 42].

### 2.2 Isolation Primitives

Once a program has been compartmentalized, we have to use certain isolation primitives to protect the program parts from each other. That is, assuming well-defined compartment boundaries and interfaces, how can we efficiently enforce isolation between the compartments? To this end, multiple isolation principles can be used, most of which focus only on memory isolation. The conceptually simplest approach is Software Fault Isolation (SFI) methods like NaCl (“upro” [32]) or WebAssembly (RLBox [30]), which compile untrusted program parts into sandboxes. SFI requires source code of the program and all libraries, and it comes with major restrictions in functionality—not all programs can be compiled to SFI schemes (e.g., JIT compilers). To solve this problem, other systems used existing OS functionality like executing compartments using different Unix users [21]. To further enhance capabilities, the OS kernel can be modified [2, 19, 23, 38, 43], however sacrificing compatibility with unmodified kernels. In the same spirit, researchers leveraged virtualization extensions of modern CPUs and introduce hypervisors for memory isolation (e.g., “SeCage” [26], “TrustVisor” [27], and “Libsec” [35]). Recently, researchers further boosted isolation primitives with hardware-specific features (CPU extensions, etc) [4, 17, 22, 36, 41], which again reduce wider applicability. All these works demonstrate that special OS or hardware features can be elegantly use to further boost memory isolation, which is important when aiming to protect certain regions of sensitive data. Yet very few of these approaches are compatible to (e.g., process-based) privilege separation. Even if, they require certain features and/or adoptions, which hinder a wider isolation deployment in the wide world of resource-constrained devices (think of IoT).

### 3 GENERAL OVERVIEW

#### 3.1 Compiler-Assisted Library Isolation

We now describe Cali, a compiler-assisted compartmentalization privilege separation solution. Our main use case are developers or package maintainers who link common libraries into a (Linux-based) application, written in a native language like C or C++. The library is given in binary form only, source code is only available from the main program—a quite common scenario if a third-party library is proprietary, or closed-source drivers.

We envision that one of these libraries contains a severe vulnerability, giving attackers full control over the entire program. The developer wants to limit the damage that can occur from such a vulnerability. In particular, we want to protect private information (from application memory or files, like stored passwords) and system integrity (no system modifications like backdoors etc.). We do not want to protect from Denial-of-Service (DoS) attacks that crash the application—fault recovery is out of scope. We aim, however, to mitigate resource exhaustion attacks that block the whole system (e.g., memory exhaustion, fork bombs) by limiting the compartment’s computation and memory resources.

The application should not lose portability, it must continue working on any system where it worked before modification. No system modification is desired, and super-user permissions are neither available at installation time nor at runtime.

**Threat model:** We envision that a library contains a severe vulnerability that gives attackers full control over the entire process running library code, including arbitrary code execution. We do not consider attacks against the kernel, the hardware or micro-architectural attacks. We also assume a sound permission configuration ([10, 13, 14, 42]). We will discuss our assumptions on and mitigation of cross-compartment vulnerabilities in Section 6.4.
3.2 Overview
Cali performs privilege separation by isolating less-privileged code parts into their own context. While this concept is generic, in the following, we will stick to our main use case of library isolation. Cali automatically handles the interaction between the application and library, which now requires inter-context communication. Cali then reduces the permissions of the library context to the minimally required privileges and memory.

Our protection is applied at application build-time. We build the application using the LLVM toolchain with link-time optimization (LTO). When linking the application, all source code files are available as LLVM bitcode. In a first step, we perform a static, inter-procedural analysis over the whole application. We determine where and how the library is used and what resources like memory regions it needs from the main application. In a second step, we rewrite the main application. We replace all library calls with calls to stub functions that take care of the transition between application and library context. To this end, we make the minimal necessary program memory regions accessible for the library context.

After linking, the result is a normal Linux binary that runs on any Linux system without additional dependencies. The required interaction of the developer is minimal: Switch the compiler toolchain to Clang/LLVM with LTO, add a compiler flag to enable our system, and specify the permissions applied to the library context in a simple format (see Appendix A for a concrete example of a permission configuration). Furthermore, our design guarantees compatibility. Our context implementation uses primitives (processes, namespace, seccomp and semaphores) that are readily available in mainline Linux.

4 SHIELDING COMPARTMENTS
Cali creates a compartment for all libraries that should be isolated. A compartment must fulfill three criteria: First, it must provide privilege isolation. To this end, we must be able to constrain the access on files, network and other resources (including computation power, memory, etc.) to successfully contain vulnerable libraries. Second, a compartment must provide memory isolation to protect the privileged main application (e.g., its pointers) from an attacker in the library compartment. Third, a compartment must preserve the functionality of a program, without requiring modifications to the library. Memory chunks that are passed from the program to the library must be accessible from the compartment and vice versa.

4.1 Basic Compartment Structure
For each library compartment, we fork a new library process from the main process just before the libraries are initialized. This process is restricted in its permissions and only shares selected memory regions with the main program. Communication between compartments happens over shared memory, semaphores and an anonymous socket. Library compartment processes sleep until a library function is invoked. Once woken up, they execute the called library function on behalf of the main process and return the result. They terminate when the main process terminates.

Such library compartments do not undermine memory deduplication, the isolated library is still a shared library mapped copy-on-write. Multiple processes sharing the library will require one copy in memory, only. Also nested libraries are not negatively affected by this scheme. If a library loads further libraries, these will be executed in the context of the loading library, inheriting its reduced privileges.

In principle, we can create compartments for any library. Having said this, we do not isolate standard libraries (e.g., libc). They are the usual interface to access the underlying system. Therefore, standard libraries would need all privileges the main program needs. In our design, each context has its own standard library. It does not matter if a library uses raw syscalls or libc—both execute from the library context with identical privileges.

4.2 Shared Memory
We create a segment of shared memory for each compartment and map it in both the main and library process. This memory is mainly used to allocate memory chunks that are accessed by both processes. To organize this memory, we build drop-in replacement versions for mmap, mremap and munmap handling memory from this shared memory pool page-wise. These functions, called shm_mmap etc., also synchronize memory mapping between both processes.

We support dynamic memory allocation (e.g., malloc) by using a modified version of glibc’s heap implementation working with shared memory. In this modified version, we remove the main arena (which cannot be shared) and replace all calls to the mmap family with calls to the shm_mmap family. Next, we utilize glibc’s per-thread heaps to build per-process heaps, preventing concurrency issues between main and library process. Following this principle, we have drop-in replacements for all basic memory-allocating functions. If a chunk of memory needs to be shared with the library, we only need to replace its allocation with the appropriate shared allocation. This way, no memory needs to be copied between processes, improving the efficiency of memory transfers. Any memory outside of this shared memory pool is not accessible by the library.

4.3 Library Calls
For each library function called by the main program, we create a replacement function in the main program and a handler in the library compartment. All calls to library functions are passed to the library process using a custom IPC-based protocol. We rewrite all calls to the library with calls to this replacement function. This function stores all call-by-value arguments (numbers, pointer values, but not the memory pointed to) in shared memory and signals the library process using a semaphore. The library process invokes the handler which loads arguments from shared memory and invokes the original function. Once the function returns, the result is stored back to shared memory and the main process receives a signal using a second semaphore. Finally, the replacement function in the main process loads the return value from memory and returns. This design is completely transparent to program and library, as long as all pointer arguments point to shared memory (which we will ensure in Section 5).
4.4 Callbacks, Signals and File Descriptors

Sometimes libraries expect a callback that they will execute once an event occurs, or programs receive function pointers from a library that they will call later on. In our context, this is dangerous. Callbacks allow one process (e.g., the library) to trigger the execution of code in another process (e.g., the main program), inheriting the program’s privileges. To keep up the isolation between processes, we employ a strict policy: Callbacks are executed in the process they come from (where they have been defined).

Whenever a function pointer is transferred by a library call, we create a replacement function on the fly, and store the original pointer in a lookup table. When invoked, the replacement function invokes the call in the other process.

This design complies with the usual structure of code containing callbacks. Functions passed from the program to the library were typically written in the program’s code base and require access to the program’s internal data. Executing them in program context thus preserves compatibility. Functions returned and defined by the library might depend on library-internal data and should stay in the library compartment, for compatibility and security reasons. The library cannot invoke arbitrary code, function pointers it passes execute in the library process.

Signals are handled using this callback mechanism: When a signal handler is registered in one compartment, the handler is synchronized with all other compartments. When a signal is caught, the handler executes in the compartment that registered it. If an uncaught signal terminates one process, the others also terminate.

File descriptors are handled in a different way. We detect them using static analysis (Section 5.7), not by type. When passed as a function call argument or return value, the other side gets full access on the descriptor. A duplicate is handed over on a shared socket, FD numbers are adjusted between the processes. When the descriptor gets closed in one process, the descriptor is also closed in the other one. In Linux most system resources are represented by file descriptors, correct synchronization ensures a synchronized view of the system.

4.5 Isolation

Isolation between processes is provided by OS primitives present on any up-to-date Linux system. The exact isolation can be specified by an isolation policy and might depend on runtime data (environment, arguments, etc.). The policy is given by the developer at compile-time, Appendix A shows an example policy. In the following, we describe several isolations mechanisms that we deploy using a modified version of nsjail [16].

We put each compartment process in a new mount namespace, mount all accessible directories to an empty folder and finally use chroot to jail the compartment into this directory. We utilize a user namespace to execute chroot without requiring higher privileges or capabilities. As a result, the library compartment process sees a file structure similar to the real system, but it contains only folders if access has been allowed by the policy. If only read access is desired, we mount the folder with the read-only attribute.

We use a network namespace to prevent a library compartment from communicating with other machines, if not allowed by the isolation policy. Next, we use a PID namespace to protect other processes running on the system. After forking the compartment process, we drop Linux capabilities or superuser rights the main program might have, according to the isolation policy.

The isolation policy can specify constraints on the computing resources used by the library compartment, enforced using rlimit. These constraints prevent DoS attacks on the system, like consuming all available memory, blocking all CPU cores, or “fork-bombs”. They are not meant to prevent application DoS (e.g., program crashes).

Finally, we apply a seccomp policy to restrict the set of system calls the library compartment can call.

4.6 Threading, Forks and Concurrency

Our prototype has limited support for concurrency: While it does not break the semantics of threading and forking processes, and in fact, also works for multi-threaded or multi-processing programs, our locking mechanisms serialize all threads at the library interface. Therefore, concurrency is not an issue, as only one thread can call a library at a time. To get the full performance of concurrent execution, the library compartment process must be enabled to spawn its own threads, mirroring the threads in the main program process. For new threads, the communication structure needs to be cloned as well. Forking programs can be handled by the same structure. In contrast to other work (that uses thread-like primitives for isolation), this extension does not impact security. However, we refrained from extending our prototype to multiple threads because this is not required to show the general feasibility of our approach.

Concurrently running code from multiple compartments opens up another problem: An attacker in one compartment could modify shared memory while another compartment uses this memory, possibly leading to memory corruption in other compartments, effectively weakening the introduced isolation. These issues are called double-fetch bugs [37, 44]. Other systems like PtrSplit or Sandboxed API avoid this problem, they copy memory instead of sharing it. But this approach breaks existing software with legitimate use cases of shared memory: for example, most implementations of synchronized collections or spinlocks rely on shared memory.

Cali solves this issue by providing three modes of operation: In the default mode, concurrent access is allowed (to not break existing software). We consider the security impact of concurrent access rather low, manual inspection of the shared memory usages in our three example programs did not show vulnerable memory usage. Related work [37] can be used to counter potential double-fetch bugs.

If the program is clearly not concurrently accessing memory, Cali can be used in mprotect mode. After a library function has finished executing, the shared memory is set read-only in the library process. Before the next library function call, the shared memory is set writable again. A custom seccomp filter is installed to prevent attackers from changing the protection of shared memory manually. With this extension, an attacker in the library process can only modify shared memory while a library function is being executed. Even if the attacker has started additional threads, the security level is equal to memory-copying solutions. The downside of this mode is that only one thread can execute a library function at a time.
If the library is not concurrent itself (e.g., does not spawn threads or processes), CALI can be used in non-concurrent mode. The library process uses a seccomp filter to prevent forks, clones or thread-spawning syscalls. Without these privileges an attacker can not run code outside of library calls. After a library call returned and the main compartment continued execution, the single library thread is blocked until the next library call is requested. This mode does not have additional overhead but prevents libraries from using concurancy.

5 COMPILER-ASSISTED SEPARATION
To automatically split an application into two parts, we have to know which memory chunk is used both by the program and the library, and which memory is used exclusively by the main program. We call chunks common memory if they are used by both compartments. Ideally, all other program memory should not be taken from the shared memory pool, as it otherwise might leak data to the library compartment. Having said this, sharing “too much” memory only weakens security guarantees and does not break functionality.

One core challenge is that we need to know at allocation time if a memory chunk is common memory. After memory has been allocated, moving the chunk might interfere with legacy code, e.g., pointers to the chunk scattered over the program would need to be updated. Similarly, we also have to identify all (potentially indirect) calls to library functions. They determine which memory is going to be accessible by the library.

To gather all this information, CALI uses inter-procedural static analysis on the compiled LLVM bytecode of the main program. In the first step, we use a program dependence graph (PDG) with similarities to the one proposed by Liu et al. [24], tracking data flow of memory chunks. We detect all calls to library functions and tag all memory allocations that might reach library functions. They determine which memory is going to be accessible by the library.

In a second step, we rewrite all these memory allocations to use shared memory, we generate replacement functions for used library functions, and finally, rewrite all calls to library functions with calls to these replacements.

5.1 Background: Call Graphs and SCCs
To schedule our analysis operations on the program, we use the strongly connected components (SCC’s) of the call graph. A strongly connected component of a graph \( G = (V, E) \) is a maximal subset of vertices \( V' \) where a path between all vertices exists \((v_0, v_1, \ldots, v_k)\). The graph formed by all strongly connected components in a call graph has nice properties: First, functions that can call each other in a recursive way (nested recursion) are contained in the same SCC. Every other function is in its own SCC of size 1. Second, because all recursive functions are contained in joined SCCs (one per recursive function group), the call graph of all SCCs is acyclic (circles in a call graph indicate recursion, which only happens inside SCCs). Third, traversing the SCC callgraph bottom up traverses all functions in a callee-before-caller order. Traversing the SCC callgraph top down traverses all functions in a caller-before callee order. To reduce the average SCC size, we only consider calls that are able to transfer memory by reference (not only by value). We ignore calls if all parameters and the return value are constant or of primitive type (int, char, etc.), because they are not relevant for our following analysis.

Our analysis traverses a SCC callgraph of the whole program in a bottom-up fashion and analyzes all functions in a SCC at once. If we encounter a function call, it either targets a function we already analyzed or a recursive function in the same SCC which we are just analyzing. At a later stage, we will traverse the SCC callgraph top-down, to propagate information from calls to called functions.

5.2 Analysis Phase: Overview
In the analysis phase, we mainly need to determine which memory allocations generate common memory (that later needs to be shared). The analysis consists of three phases:

(1) Creation Phase: We construct a PDG containing information about intra-procedural data flow. We mark memory allocations and locations of common memory.

(2) Reachability Phase: For each function group (callgraph SCC), we determine the reachability between memory allocations, common memory expectations, the function’s arguments and return value. We store the result in a function summary in the PDG, which is used when calls to this function are analyzed (inter-procedural data flow).

(3) Specialization Phase: We check for functions that should return pointers to common memory depending on their usage. For example, wrappers around malloc like calloc or new should only generate common memory if their result is passed to the library later on. However, these functions are called from many other functions. To keep a precise result, we thus clone these functions (including their containing SCC). The cloned functions will return common memory, while the original functions will not. Call sites are adjusted and reachability analysis is repeated.

Figure 2 shows an example program that we will use to illustrate the analysis. It consists of two struct instances, where one of these structs is used in a library, and the other is not. The reference to that struct passes multiple functions before being used as a library function argument. Figure 8 in Appendix C shows the LLVM translation of the program. The full PDG with all analysis results is given in Appendix C, an excerpt illustrating the most important aspects is shown in Figure 3.

5.3 PDG Construction
In contrast to other PDGs [12, 24], we do not need control dependence in our graph. The construction of our graph is based on the LLVM bytecode of the program. This bytecode is in static single assignment (SSA) form, meaning that every LLVM value gets assigned only once (at definition time, typically as result of an instruction) [33]. Our PDG is based on LLVM values, every value is represented by a PDG node. Nodes are additionally tagged with the type of the value and the function where it is contained, so every node is a three-tuple: \( (value, type, function) \). We add similar nodes for all global variables and function arguments.

To trace actual memory chunks, we inspect the values further. We disassemble every complex data type (e.g., pointers, structs) into its basic data types. These so-called "subnodes" represent single members of structs or memory referenced by a pointer type in
struct X ( long one; long two; );

// Library function we need to compact
void libfunc(int *err, char *input, long *output);

// Main program
void main() {
    struct X *x = new_struc(13L);
    struct X *x2 = new_struc(37L);
    struct X *x3 = update(x2);
    char *buffer = malloc(1624);
    lib_wrapper(buffer, x3);
}

struct X *update(struct X **x) {
    x->one = 18;
    return x;
}

int lib_wrapper(char *buffer, struct X *x) {
    int err;
    libfunc(&err, buffer, &x->two);
    return err == 8;
}

Figure 2: Example program passing memory to a library

The rules to create subnodes are given in Figure 4: For every pointer type, we create a subnode representing the memory pointed to, and connect it with a "pointer Deref, memory" edge. For every field in a struct or union type, we create a subnode and connect it with a "struct Part, field" edge (where i is the index of the field). We repeat this algorithm on all new subnodes up to a configurable recursion depth of 5. Limiting the depth avoids that the analysis is trapped in endless recursion induced by recursive structs. In theory, this limitation might lead to a loss of precision (when dataflow is hidden deep in the subnodes). However, in all our example programs, a recursion depth of 3 was sufficient to cover all necessary information. We also limit the number of struct members to 32 for performance reasons. In our examples, we did not see any impact on the analysis precision by this restriction.

5.4 Data Flow in PDGs

We next extend the PDG with edges representing intra-procedural data flow. If the LLVM value of a node or subnode n might carry over to another node n’ in any possible execution of the program, we assume a data flow from n to n’ and add an edge n → data → n’. A typical example is a load from memory: Reading err for the return statement in lib_wrapper is %6 = load i32*, i32* %3 in LLVM, we summarize the load as a data edge from the subnode err of %3 (representing the referenced memory) to the output value %6.

As a major difference to previous PDGs [24], we use is data equality to capture pointer aliases. If two (sub)nodes represent the same value storage (i.e., the same memory location is referenced by two pointers), we consider them to be data-equal. If one node’s associated value gets updated, the other node’s value will also change.

We could handle this situation with bi-directional data→ edges, but merging significantly reduces the size of the graph and improves the runtime of all further operations. Merging nodes might introduce cycles into the subnode graph if subnodes connected to each other are merged (e.g., linked list structure). The subnodes of a value no longer form a tree, which is vital for handling recursive data structures. Merging nodes also eliminates nodes introduced by type casts.

We use six rules for LLVM instructions that describe data flow between inputs and output of an instruction (Figure 5). To be on the safe side regarding functionality, our rules might over-approximate data flow, but should not under-approximate it. Data flow between nodes x and y (x →data→ y) is propagated recursively to its subnodes, by two simple rules:

1) If there is data flow between two structs x and y, then there is also data flow between their members:

   x → data → x’ ∧ y → data → y’

2) If there is data flow between two pointers x and y (pointers might alias), then we consider the referenced memory data-equal:

   x → data → y ∧ x → Deref → x’ ∧ y → Deref → y’ → x’ = y’

Rule 1 expresses that copying a struct from one location to another implies that all struct members are copied, too. Rule 2 can best be explained with the running example. In function main, data flows from %2 to %3. Therefore, the referenced memory is the same.

5.5 Reachability Analysis

After these inferences, the PDG contains all values in a program and their intra-procedural relations. Equipped with this PDG, we can determine if a memory allocation must produce common memory for a library call in the same function. If there is a data flow path from the memory allocation output (source) to a library call’s arguments (sink), then the memory must be shared. Such data flow problems can be modeled as reachability over data→ edges in the PDG.

Figure 3: Excerpt of the PDG from the example program. The full graph is given in Appendix C / Figure 9.
which function calls invoke library functions. All their call arguments are shared memory (reach a sink) within a function. Finally, we mark everything that can be reached from a call argument using only (and at least one) dereference edge. We will use this mark as taint and propagate it backwards, marking all nodes that might reach a library call. If that mark reaches the memory produced by a memory allocation, this allocation needs to be rewritten. Formally, an allocation instruction needs to return shared memory iff \(\exists x': x'.value \land marked(x')\).

In our example in Figure 2 (and Figure 8), we first mark the dereferenced arguments of the call to `libfunc in lib_wrapper` with a star, which includes `err: int`, the memory referenced by parameter `buffer` and `x->two`. The struct behind pointer `x` must be shared, but detecting this requires further analysis.

To propagate the common memory mark, we follow all dereference, data, and part edges backward edges and mark every node we can reach. Formally, if `x->data` and `y` are marked, then `x` needs to be marked, because there is a path from `x` to a library call. Marks are also propagated to and from global variables. We do not need to follow dereference edges here, as all possible dereferences have already been marked by the initial marking step. In our example, we need to mark the `struct x` node, given that struct member `two` needs to be shared and the struct members resides together in memory (Figure 3).

**Inter-procedural Reachability Analysis:** The analysis so far handles all cases where allocation and library call are in the same function. We extend the analysis first to a group of functions, then to the whole program. To cover recursion, we analyze all functions in a SCC (see Section 5.1) together at once. We resolve all call instructions targeting functions within the same SCC. We connect the function’s argument nodes with the parameter values from all actual calls (with a data edge), and we connect the value of the Ret instruction in the callee with the result value of all call instructions in the caller. Once we rerun the data flow analysis, it covers data flow between all functions in this SCC, possibly over-approximating (because no call context sensitivity is given).

Analyzing functions SCC-wise is a good trade-off between full program analysis and function-wise analysis. Analyzing all functions at once is usually not feasible in acceptable time, and we cannot afford losing context sensitivity on all functions. Function-wise analysis is much faster, but cannot handle nested recursive functions. SCC-wise analysis picks the best of both worlds: For non-recursive functions, it boils down to function-wise analysis, only in case of nested recursive functions SCC-wise analysis is slower (but much more precise).

To extend SCC-wise analysis to full inter-procedural analysis, we traverse the SCC call graph bottom-up and run the SCC-wise
analysis on each SCC. Due to the properties of a SCC call graph we visit callees before callers and recursion only occurs within a SCC. That is, if we encounter a Call instruction, it points either to a function within the same SCC or it points to a function in an already analyzed SCC.

When analyzing a SCC, we create a summary for each contained function, similar to parameter trees from [24]. A summary captures all possible data flow and indirect function invocations between arguments, return value and global variables used in a function, including shared memory markers. When we later see a call to that function, we insert the precomputed summary, ignoring the full graph for the function itself.

In our example graph (Appendix C), we have built a summary edge for update. In main’s call to update, we copy the summary edge between x2/2 and x3/3 (and unify the dereferenced structs). We also copy the three memory markers from the lib_wrapper to the arguments of its call. With this information we can reason that the malloc call in main must be shared because its memory will be passed to a compartment (buffer).

5.6 Function Specialization

At this point our analysis cannot handle functions allocating (potentially shared) memory and return its reference. Examples are calloc and the new operator from C++. Both internally use malloc to allocate memory and return a reference to initialized memory. In our example, new_struct allocated memory that must (x2) or shouldn’t (x1) be shared. The naïve solution (propagating the marks in both directions) would mean that all calls to new_struct would return shared memory. If that happens to malloc, the majority of memory used in the program might be affected—a prohibitive over-approximation.

We tackle this problem using function specialization, which is executed after the reachability analysis. We first determine if a function could potentially create and output memory chunks. Next, we check if any calls to this function require these chunks to be common memory (i.e., if the function must return shared memory for some calls). If so, we clone the function. The original function is unmodified, the clone (the specialized function) will create shared memory. To this end, we traverse the SCC call graph top-down: For each SCC, we identify the memory output nodes. A memory output node is a subnode of the return value that is reachable over at least one Deref (function returns a pointer), or a subnode of an argument node reachable over multiple Deref edges (function stores a pointer in a reference-passed variable). For each call to a function in this SCC, we relate the actual call argument subnodes with the function argument subnodes and relate the call result subnodes with the function return subnodes, based on the subnode graph structure. If any of the related nodes is marked as common memory, we specialize (clone) the whole SCC. We copy all marks from all calls to the argument nodes of the specialized version and re-run the reachability analysis, forcing the function to output common memory. All calls that contributed markers are pointed to the respective specialized function.

In our example, the function new_struct is called once with tagged memory output (x2 from the second call in main). We create a copy specialized_new_struct and copy two markers to the specialized function. We see that malloc in the specialized version must return shared memory. We thus update the second call in main to call specialized_new_struct. As the end result, just one struct in main is in shared memory (x2 / %).

Updating calls inside a specialized function might require further callees to be specialized. To this end, we iterate the SCC call graph in caller before callee order, including cloned SCCs.

Function specialization potentially increases the program size. To reduce the space overhead, we schedule two LLVM passes after specialization: “Dead Global Elimination” removes the old function if all calls get specialized. “Merge Functions” unifies cloned functions that have not been changed.

5.7 Tracing File Descriptors

We trace file descriptors along with memory chunks, but with much simpler rules. We use a list of known functions that return new file descriptors (open, socket, etc.). Calls to these functions are the sources of our data flow analysis and tagged with Fd. Fd tags propagate forward along _data_ edges only. During the reachability analysis phase, they are copied from callees to callers. During the specialization phase, they are copied from callers to callees. Function arguments of library functions are the sinks of this analysis, if a library function argument is marked with Fd, it denotes a file descriptor that needs to be handled separate. This algorithm detects all file descriptors passed from the program to the library. A similar algorithm can be used to detect file descriptors that are passed from a library function to the program.

5.8 Rewriting Memory Allocations

In LLVM programs, we have three types of memory allocation: global variables, stack variables (alloca instruction), and calls to memory-allocating functions. For each of these allocations we can easily check if it must be shared: If the return value node of the instruction (a pointer) has a Deref edge to a subnode marked as common memory, then the allocation must be shared. We share calls to memory-allocating functions by replacing them with their shared counterpart (shm_malloc, see Section 4.2). We provide these replacements for all primitive memory-allocating functions. Higher ones will be resolved using function specialization. We share global variables by moving them to a special page-aligned section in the ELF binary which will be mapped shared at runtime. We move shared stack variables to our shared heap. They are initialized and freed in the function prologue and epilogue, respectively.

6 EVALUATION

We implemented our Cali prototype in C++ and evaluated it on three sample applications. We chose these applications to cover many different aspects: Different languages (C and C++), user interfaces or console, local and networking applications, and different code sizes. Furthermore, these programs link all libraries during the compilation phase (i.e., no dynamic linking), and thus perfectly suit the link-time passes of Cali. All applications use different, widely used libraries that contained severe vulnerabilities in the past: ImageMagick is a large (453,000 LoC) image processing tool suite written in C. ImageMagick uses Ghostscript to read/write postscript and PDF files, which had some serious bugs in the past [5, 40]. We
6.1 Correctness Evaluation

We apply Cali to each of these applications and check if the resulting binary is still fully functional. We additionally instrumented each library interface to catch more subtle bugs.

ImageMagick’s functionality can be verified using the provided integration tests (that call the protected convert utility). After the protection with Cali, we repeated all provided tests 50 times and found no difference in behavior. Next, we added additional tests: We chose 8 popular image formats (including all formats supported by Cali), prepared sample files for each format and converted each format into each other. All converted images were identical to the ones produced by an unmodified convert utility.

socat does not provide integration tests. We therefore combined several socat instances using different types of connections, transferred large amounts of data between them (1000 connections, up to 1 GB per connection), and verified the transfer was working and no data got changed. In detail, the socat “client” configuration reads data from a file, sends it over a TLS connection to a “server”. This server is another socat configuration listening for TLS connections and using echo to send incoming data back. A third socat, our “proxy” configuration, was sitting in the middle, using a TLS connection to read connections from the client and using a TLS connection to proxy incoming data to the real server. No socat configuration showed a different behavior after being protected by Cali.

Testing Filezilla is tricky because no official tests are provided and its GUI is hard to automate. We resorted to manual testing, using a protected Filezilla to connect to various servers and testing all the functions. We especially focused on the parts that used SQLite: the download queue and the server configurations. Again, we could not see any behavioral differences.

To evaluate Cali on an unbiased selection of binaries, we analyzed the most popular binaries taken from Debian Popularity Contest [1] (top 300 packages). We select every binary that (1) links dynamic libraries beside the standard libraries that can run with reduced privileges, (2) can be compiled with Clang/LiVM 7, (3) comes with a working set of integration tests. We rebuilt these binaries with Cali enabled and use their integration tests to verify that Cali did not break anything. We additionally instrumented the library interface to reliably detect errors in memory sharing, no errors occurred. We confirm that Cali works on all tested binaries, which are: dpkg-deb, dbus-daemon, man, mandb, accessdb, whatis, gpg, gpgv, gpgsm, scdaemon, xz, szdec, fc-cache, fc-list. We isolated the most important libraries, namely libbz2, liblzma, libz, libexpat, libgdbm, libksba, libsqlite3 and libfontconfig. Each binary used up to 4 of these libraries. Depending on the quality of the provided integration tests, 35%-80% of all library call locations have been covered during these tests. Manual inspection revealed that the uncovered library call sides were mostly error handling or dead code. Additionally, some binaries had tests that did not require any library calls: sudo, gpg-agent, dirmngr, file, shared-mime-info and ps tree. Cali did not break any binary.

6.2 Usability Evaluation

Cali is designed to be easily deployable in real-world systems. To apply Cali, we just need to enable link-time optimization (-flto) and add our linker. In most build systems, it is sufficient to add Cali using a common environment variable: LDFLAGS="-fuse-ld=cali -Wl,--cali-config=permissions.yaml". Next, we specify which libraries should be separated and which privileges they should have, in a simple text-based config file (see Appendix A).

Only in exceptional cases, Cali needs additional information to handle corner cases. In our examples, ImageMagick uses a custom memory allocator instead of malloc. Here we need to configure which function allocates and deallocates the memory (2 lines in the configuration file, no source code changes required, see Appendix A). Socat and Filezilla did not require any annotation. Overall, integrators thus do not need to know application internals, Cali inferred all other information automatically.

This high degree of automation is a major benefit of Cali, which addresses an important aspects left open by others. To evaluate if this promised automation also holds in practice, we gave our prototype and documentation to two students: an undergraduate and a grad student, both in Computer Science. They were tasked to isolate four programs (dpkg, xz, socat, Filezilla) without further assistance. We made sure that the students did not know the program internals (source code, etc.) before handing out the tasks. They correctly isolated previously unknown programs in ≤ 45 min per program, and in about 32 min on average. That is, after obtaining the source code, they obtained a well-isolated compiled program in about half an hour. The vast majority of this time was spent on developing and testing a sound permission set, which can be completely automated [10, 13, 14, 42].

6.3 Compilation and Size Overhead

Next, we evaluate the compilation overhead induced by the graph analyses of Cali, as shown in Appendix B / Figure 7 for our three sample applications. We compiled every application 10 times from a clean source directory and measure the median compilation time of a pure LLVM-based build and a Cali-protected build. Cali adds 12–36% compilation time, usually just a few seconds, up to a few minutes even for large projects such as Filezilla. In times where build servers are common, this overhead does not impede wide deployment.

The size of the protected binaries increases compared to the original version. After stripping, the protected binaries are around
Attackers can still access the certificate’s private key (which the additional read-only access is granted on its installation directory). Table 1: Remaining shared memory allocations and the number of specialized functions in the main program

<table>
<thead>
<tr>
<th>Program</th>
<th>Shared Mem.</th>
<th>Mem. Chunks (shared/all)</th>
<th>Specialized functions</th>
<th>Increased code size</th>
</tr>
</thead>
<tbody>
<tr>
<td>ImageMagick</td>
<td>0.078%</td>
<td>28 / 36101</td>
<td>67 / 5395</td>
<td>225 KB (+ 4.7%)</td>
</tr>
<tr>
<td>Socat</td>
<td>0.396%</td>
<td>15 / 3787</td>
<td>3 / 748</td>
<td>187 KB (+ 56.2%)</td>
</tr>
<tr>
<td>Filezilla</td>
<td>0.255%</td>
<td>48 / 18798</td>
<td>15 / 12348</td>
<td>186 KB (+ 2.8%)</td>
</tr>
</tbody>
</table>

186 KB to 225 KB larger (see Table 1), which is mainly because of our statically linked IPC library (up to 212 KB). For typical x86 architectures, a few hundred KB are no issue, in theory we could also use a shared library.

6.4 Security Evaluation

To assess the degree of security CALI provides, we have to answer two questions: (1) Is the compartmentalization and its compartment privilege system strong enough? (2) Under which circumstances can an attacker escape from a compartment?

The compartment privilege system is strong enough to prevent any influences of an attacker beyond the runtime of the program. The PID namespace ensures all processes spawned by the library compartment are killed on program termination. Containment policies can usually either revoke file system access of libraries, or confine access to subparts only. Hence, neither sensitive data can be accessed, nor persistent backdoors can be installed. Furthermore, attackers can only leak data if network operations are allowed. We enforce strict security policies on the isolated libraries:

Ghostscript inside ImageMagick gets write access only to the folder with the input/output files (as named in the command line parameters) and the temporary directory /tmp (see Appendix A). Additional read-only access is granted on its installation directory and /dev/urandom. No network communication is permitted. This isolation is quite close to the minimal required privileges: an attacker exploiting a library vulnerability can only tamper with files in the same folder as the output file. Our permission configuration file is shown in Appendix A.

OpenSSL inside socat can only read files given in command line parameters (certificate, private key, etc.) and the randomness devices. Nothing is writable, an attacker exploiting OpenSSL cannot trigger any permanent changes on the system. We can even block general network access for this library, because the program passes the file descriptor of an open socket to the library. The provided socket is the only network communication possibility of OpenSSL. Attackers can still access the certificate’s private key (which the library must know in order to work), but have only very limited possibilities to leak it.

SQLite inside Filezilla can only access files in Filezilla’s configuration folder. Network access can even be fully forbidden.

Attackers are further tightly bounded when they aim to leak information from shared memory or modify critical data structures in shared memory. Table 1 shows that CALI greatly reduces the number of memory allocations in the program that actually produce memory shared between the program and the library. Only a small fraction (< 0.4%) of all memory allocations produce chunks that are accessible to the library. Most of these memory allocations are essential to keep the functionality of the program, and thus, the information would have been passed to the library anyways.

A limitation of our fully-automatic approach is the remaining risk of cross-compartment exploits: The exposed interface between privileged and unprivileged context might be vulnerable, e.g., if an attacker could store invalid values in shared memory or trigger callbacks with unexpected parameters or in an unexpected order. RLBox [30] approached this risk by proposing a restrictive C++ type system and requiring the developer to rewrite his source code to adjust to this type system. While protecting from cross-compartment exploits, this tedious work (multiple days) impedes usability, especially if users (e.g., repository maintainers) are largely unfamiliar with the source code. In contrast, CALI provides fewer security guarantees against cross-compartment exploits. Having said this, CALI already handles code pointers like callbacks as function arguments or return value (see Section 4.4), such that they cannot be abused to invoke arbitrary code execution in the privileged process. Furthermore, CALI detects and warns about function pointers in shared memory. All evaluated programs (including programs from popularity contest) have either no function pointers in shared memory, or these pointers are only called from within the unprivileged context—which is uncritical. In general, CFI can be used to harden against cross-compartment exploits, including a viable protection for C++ objects [45, 46]. CALI also provides two optional protections against double-fetch bugs (see Section 4.6). Other work [20, 37, 44, 45] already suggests protections against different other similar bugs, which are compatible to our approach. We thus see CALI on the sweet spot between usability/automation and security guarantees. CALI already minimizes the risked interface (< 0.4% of memory is shared) and detects critical function pointers in the shared area—other improvements are left open to future work.

6.5 Performance Evaluation

Wider adoptions of a protection can only happen when its runtime overhead is negligible (typically below 5%-10% [28, 39]). We evaluate if CALI is fast enough for wider deployment.

All experiments were performed on an Intel Core i7-9700K CPU (8×3.6 GHz, no hyperthreading) with 64 GB of RAM. We use Ubuntu version 18.04 LTS with an unmodified Linux 5.4 kernel. Our compiler toolchain is clang/LLVM version 7. To avoid any influences on the benchmark, we set the CPU governor to “performance” and disable “turbo” CPU power states as well as ASLR. We force each program to use only one CPU core, to prevent any unfair advantage our protected version might get, we use cpuset to ensure this CPU core is reserved exclusively for the program. If not stated, the standard deviation of the results was below 1% of the median.

Microbenchmarks: We attribute the runtime overhead that CALI introduces mainly to two factors. First, at startup, the protected program needs to set up additional data structures and start the library compartment process. Second, every call to the library forces the kernel to switch between the two processes twice (call and return). We measured these two overheads in a minimal program as microbenchmark. Initialization at startup takes 2.2 ms on average. In these micro benchmarks, our compartment handles around 323,000
Figure 6: Performance impact of Cali. Lines in graph c): noticeable delay (100 ms) and interrupting delay (1000 ms).

calls / second (3.1 µs overhead per library call). With the mprotect-based concurrency protection enabled, our overhead is 8 µs per library call.

Application benchmarks: We now evaluate the runtime overhead of Cali on our real-world applications. We measure the runtime of ImageMagick convert while converting four different image formats into each other. We chose JPG, PNG, PDF and PostScript. As input files, we picked a camera picture (JPG), a website background (PNG), a test pattern (PostScript) and a sample PDF from W3C. When converting to pixel-based formats, we use a density of 300 dpi, a default value for printing. We run each conversion 100 times. Figure 6(a) shows the median conversion time. The runtime overhead is between 0% and 2.2% (geometric mean: 0.65%).

Next, we measure the network throughput of an encrypted TLS connection using socat, where OpenSSL is put in a compartment. Every packet is encrypted or decrypted in the isolated library, while the data is processed by the main program (resulting in ~42,000 library calls per second). We transmit files with varying sizes over a common 1 Gbps local network. The TLS server answers with the content it receives (echo), so we test with symmetric up- and downstream. We run each experiment 100 times and take the median throughput, i.e., file size divided by transmission time. Our network throughput showed a higher standard deviation (around 3%) for short connections (files up to 10 MB). To avoid imprecise values, we repeated the affected experiments 1000 times. Figure 6(b) shows the achieved throughput. For files up to 10 MB, the connection cannot be fully saturated, neither with protected nor unprotected socat. Reasons are the TLS handshake, the TCP slow start algorithm and application startup time. Cali adds ~2 ms to the application startup, resulting in a throughput degradation of 1.9% to 6.5%. For large files or long-lived connections that face the initialization overhead just once, Cali’s impact on network throughput is almost negligible (less than 0.1%).

Finally, we benchmark the impact of Cali on Filezilla, the only GUI program in our test setting. The runtime performance overhead at startup is highest, since every single entry in the database is read. This leads to many library invocations, as SQLite induces one library call per table row, and for each row, one call per cell. We enqueue 0-1000 downloads in Filezilla and measure the startup time until the main window is fully displayed (CMainFrame::OnActivate). We repeat each experiment 500 times, as Filezilla’s startup time shows a higher standard deviation (up to 20 ms). Figure 6(c) shows the median start times. Filezilla takes around 256 ms to start, and Cali adds 5 ms–80 ms depending on the queue size. With typical queue sizes up to 100 entries, the overhead is ≈3.2%. For an empty queue, the overhead is slightly higher, mainly due to the fact that there is less file I/O, and thus the initialization overhead becomes more prominent.

The user experience does not change, as the Filezilla startup response delay is already above 100 ms (lower dotted horizontal line) and thus noticeable, and even the protected case is way below the time that interrupts workflows (1000 ms, upper dotted horizontal line) according to literature [29, 31].

While it is common to choose a standardized benchmark like SPEC CPU [9] to allow for comparative evaluations, we cannot do so in our case. No program in the CPU benchmark uses third-party libraries.

7 CONCLUSION

Cali protects applications from vulnerabilities and backdoors in third-party libraries. Cali does not assume a priori expert knowledge of the program’s source code and does not require source code changes. Its compartmentalization can be easily integrated into common build processes. Programs compiled with Cali are fully portable and do not require additional CPU features, OS modifications or superuser privileges. Isolated libraries can only access small, non-sensitive portions of the main program’s memory (up to 0.4% in our examples), and only selective system access permissions remain.

Next to its main use-case, Cali can also separate different components within a program. Developers can use this feature to split their application into least-privileged components—fully transparently by recompiling their program with Cali. In fact, we support more source code languages than just C and C++. The underlying LLVM bytecode is independent of the source code language, and programs in other languages with LLVM frontend (Delphi, Rust, Go, Swift and many more) could be separated by Cali with minimal adaptations.
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### A PERMISION CONFIGURATION

This is our configuration file for ImageMagick `convert`. The file contains all configuration we applied to the build process next to the parameters from Section 6.2.

---

```bash
contexts:
  main:
    selectors:
      - "a.o"
      - "libMagick*.a"
    function_behavior:
      AcquireMagickMemory: malloc
      RelinquishMagickMemory: free
    library:
      selectors: # a list of libraries
        - "libgs.so"
    permissions:
      readonly:
        - /var/lib/ghostscript
        - /dev/urandom
      readwrite:
        - # a folder containing input/output files in argv
          - "$ARGV_FOLDERS"
          - /tmp
      network: none
```

Ghostscript is limited to access only the folder where the input and output files reside, `/tmp` (where ImageMagick might but additional files) and its installation directory (where color profiles etc are located). Network is not available in this compartment. User and PID namespaces are enabled by default. The selectors describe which code belongs into which context: At link time, ImageMagick consists of all `.o` files (and some static libraries). Not in a specific context (not named in any selector) is the standard library (libc), it can be called from both contexts and executes always in the calling context. As stated in Section 6.2, we need to mark ImageMagick’s custom heap implementation (line 5-7).

Our prototype is able to auto-generate most parts of the necessary configuration file, for example the selectors.

### B COMPIILATION TIME

Figure 7 shows the time necessary to compile different programs, with and without CALI.

![Figure 7: Compile time without and with CALI.](chart.jpg)

### C PROGRAM DEPENDENCE GRAPH

Figure 8 shows the LLVM instructions of our example code in Figure 2. Figure 9 shows its full program dependence graph, after all analyses of Section 5 have been applied.

```llvm
%struct.X = type { i64, i64 }

define void @main () {
  %1 = call %struct.X* @new_struct(i64 13) ; x1
  %2 = call %struct.X* @new_struct(i64 37) ; x2
  %3 = call %struct.X* @update(%struct.X* %2) ; x3

  %4 = call i32 @libfunc(i32 %3, i8* %0, i64* %5)

  ret %struct.X* %3
}

define %struct.X* @new_struct(i64 164) {
  %2 = call i8* @malloc(i64 164)
  %3 = bitcast i8* %2 to %struct.X* ; st
  %4 = getelementptr %struct.X* %3, i64 0, i32 0
  store i64 164, i64* %4, align 8
  ret %struct.X* %3
}

define %struct.X* @update(%struct.X* %5) {
  %2 = getelementptr %struct.X* %5, i64 0, i32 0
  store i64 164, i64* %2, align 8 ; one=18
  ret %struct.X* %5
}

define i32 @libfunc(i32 %0, i8* %1, i64* %2) {
  %3 = alloca i32, align 4
  %4 = load i32, i32* %1, align 4
  %5 = getelementptr %struct.X* %2, i64 0, i32 0
  call void @libfunc(i32 i32, i8* i8, i64* i64)

  %7 = icmp ne i32 %0, 0 ; err==0
  %8 = zext i1 %7 to i32
  ret i32 %8
}

define void @main () {
  %1 = call %struct.X* @new_struct(i64 13) ; x1
  %2 = call %struct.X* @new_struct(i64 37) ; x2
  %3 = call %struct.X* @update(%struct.X* %2) ; x3

  %4 = call i32 @libfunc(i32 %3, i8* %0, i64* %5)

  ret %struct.X* %3
}
```

![Figure 8: Simplified LLVM code of the example in Figure 2.](chart.jpg)
Figure 9: The full Program Dependence Graph from the example program.