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Abstract
Studying developers is an important aspect of usable security
and privacy research. In particular, studying security devel-
opment challenges such as the usability of security APIs, the
secure use of information sources during development or the
effectiveness of IDE security plugins raised interest in recent
years. However, recruiting skilled participants with software
development experience is particularly challenging, and it
is often not clear what security researchers can expect from
certain participant samples, which can make research results
hard to compare and interpret. Hence, in this work, we study
for the first time opportunities and challenges of different
platforms to recruit participants with software development
experience for security development studies. First, we identify
popular recruitment platforms in 59 papers. Then, we con-
duct a comparative online study with 706 participants based
on self-reported software development experience across six
recruitment platforms. Using an online questionnaire, we in-
vestigate participants’ programming and security experiences,
skills and knowledge. We find that participants across all sam-
ples report rich general software development and security
experience, skills, and knowledge. Based on our results, we
recommend developer recruitment from Upwork for practical
coding studies and Amazon MTurk along with a pre-screening
survey to reduce additional noise for larger studies. Both of
these, along with Freelancer, are also recommended for secu-
rity studies. We conclude the paper by discussing the impact
of our results on future security development studies.

1 Introduction

Human factors research is essential for improving overall
computer security and privacy. In particular, developers have
increasingly received research attention in the community
in recent years. Previous work investigated varying research
questions [33, 34, 41, 57, 87], recruiting participant samples
from different populations and platforms. Participants had
varying levels of experience, skills, and knowledge from the

domains of software development [15, 40, 52, 57, 61], reverse
engineering [23, 81], vulnerability scanning [19, 69], or soft-
ware testing [82]. More so than for research on end users, re-
cruiting expert samples is often challenging and might be time-
consuming and expensive. Developers often hold well paid
jobs and have high workloads, thus offering motivating incen-
tives for their participation can be hard [14, 15, 29, 50, 68, 87].
Hence, a better understanding of the advantages and disad-
vantages of available recruitment platforms is valuable for the
community and can help researchers to recruit the participants
they need more efficiently.

In the past, researchers used various recruitment platforms
including computer science (CS) students, social media, on-
line forums, freelancers, professional developers or personal
networks. For example, crowdsourcing or freelancing plat-
forms were used to recruit developers and other experts in
various fields, but required, e. g., lengthy one-by-one recruit-
ment or extensive screening and the necessity to offer high
compensations similar to their usual salaries [44, 48, 72]. On
the less expensive spectrum are social media, direct network-
ing, and snowballing, which work on a word of mouth basis,
but are highly dependent on researchers’ and participants’
contacts [26, 52, 61]. While searching for local participants
on regional forums or by using physical flyers has been done
in the past, this approach suffers from the same limited reach
as social media recruitment, both in number, and participant
diversity [58]. Researchers also used mass email invites (e. g.
for students, using university mailing lists, or developers, us-
ing GitHub and Google Play). While it is easy to reach many
participants this way, these emails may be perceived as spam,
and emerging privacy and data protection laws further restrain
this method [14, 58].

While some previous studies discussed their recruitment
experiences [29, 33, 50], to the best of our knowledge, we are
the first to systematically compare participant samples with
software development experience across the popular recruit-
ment platforms used in previous work. To do so, we analyzed
59 papers studying security expert work published in the last
five years and identified common recruitment platforms and
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experiences, skills and knowledge researchers required from
their participants. While only 24 of these papers included
secure development studies and recruited experienced devel-
opers, we used the entire set of papers as ground truth to build
our online questionnaire. Therefore, we used surveys from
previous work to develop a survey that includes questions
about general and specific job experience, software develop-
ment background, security experience, skills, and knowledge
and demographic information. We pre-tested this survey and
distributed the final version across six samples with 706 par-
ticipants total. The samples we recruited include CS students,
Google Play developers, members of both the Upwork and
Freelancer platforms as well as Prolific and Amazon MTurk
users.

The goal of our comparative online study was to answer
the following research questions:

RQ1. Which general software development and specific se-
curity development experiences, skills and knowledge can
researchers expect from the common recruitment platforms
we identified in previous work?

RQ2. How well do samples compare, and what are the dif-
ferences between them?

RQ3. What should researchers take into account when con-
sidering sampling for a security development study?

To answer these questions, we make the following contri-
butions in the course of this paper:

Identify Common Recruitment Platforms: We analyzed
previous work that included security studies with partici-
pants with software development experience, to identify com-
mon recruitment platforms. Most commonly, studies used
networking or regional methods such as recruitment by flyers
or at events, despite the drawbacks such as effort to recruit
large numbers and regional biases. However, for the scope
of this work, we decided against using them to avoid non-
generalizable results that could vary between research teams.
We further find a multitude of different other approaches, both
online and offline. Among the platforms we used in this work,
recruiting computer science students and Google Play partici-
pants was the most common in related previous research.

Survey Design: Based on survey questions used in previ-
ous work, we design, test and provide a questionnaire to col-
lect information about programming and security experience,
knowledge and skills and information about job roles and
organizational structures.

Comparing Six Samples: We survey 706 participants from
six samples and compare their survey responses. We find
that Google Play, Freelancer, Upwork, and MTurk partici-
pants reported the most professional software development
experience. Experience performing security tasks was similar
across all platforms, with MTurk participants reporting the
most security experience overall, and Upwork and Freelancer
often performing high as well. We see especially Google Play,

Upwork, and Freelancer participants reporting the most expe-
rience with specific security tasks such as authorization/au-
thentication, input validation and using API keys. CS students
and Prolific users reporting the least experience performing
security tasks. Our in-depth review of each platform also iden-
tifies several differences that may be important depending on
the specific study design, such as vastly different ethnic back-
grounds and expertise in particular programming languages
and specific areas of security.

Recruitment Advice: We use our experiences and results to
give recruitment advice for future work. For example, studies
that only need a small number of experienced developers
to complete complex tasks should consider Upwork, which
was more time consuming for recruitment, but was easier to
filter for specific security skills. Conversely, MTurk is likely a
better choice when a larger sample is needed as recruitment is
quicker. However, MTurk participants are likely to introduce
noise due to fraudulent responses; we recommend to use a
pre-screening survey for improved data quality.

Replication Package: To support reproducibility of our
work, we provide the following materials in a replication
package [46]: the screening and final survey questions we
used, formatted collection of questions we found in our litera-
ture evaluation, text used in the recruitment emails and the job
posts, additional figures and tables, and the consent forms 1.

The remainder of this paper is organized as follows: In Sec-
tion 2 we discuss previous works that compared and analyzed
recruitment platforms in developer research. In Sections 3, 4,
and 5 we present the methodology of our studies as well as
their results. Following this, we address the limitations of our
work in Section 6 and interpret our results in Section 7. We
draw a conclusion as well as address topics for future work
in Section 8.

2 Related Work

We describe and discuss related work in two key areas: Com-
parisons of different recruitment platforms or strategies for
user studies with end-users and user studies with developers
with a focus on participants with development experience.

Comparing Recruitment Platforms and Strategies: The
impact of recruitment platforms has been widely discussed
for participant recruitment. In 2017, Peer et al. empirically
evaluated CrowdFlower and Prolific Academic as alternatives
for MTurk. They report higher participant naivety, honesty and
diversity on CrowdFlower and Prolific as compared to MTurk,
but the data quality differed. Prolific performed similar to
MTurk, but CrowdFlower offered the lowest data quality [62].
A 2017 case study by Bentley et al. compared MTurk and
SurveyMonkey to a sample recruited by a market research

1You will also find the paper’s replication package in its accompanying
website [1].
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company in the context of product design. They found that
most results fall into a 10% margin of error, which fits their
sample sizes of 150 per survey platform [24]. In 2014, Schnorf
et al. compared six survey sample providers and panels (e. g.,
Google Consumer Surveys). They distributed a survey regard-
ing end-user privacy comfort to investigate potential differ-
ences between the survey providers by recruiting between 835
and, 1115 participants per sample. They found that the results
differed based on platforms because some recruit random
users while others use probabilistic methods or opt-ins [67].
In 2019, Redmiles et al. compared Amazon MTurk with a
census-representative sample from a web panel and proba-
bilistic sample via telephone. They found that the results from
MTurk were closer to the probabilistic sample and therefore
the general US public than the web panel, suggesting that
the choice of platform has an impact on results [64]. A 2019
work by Chandler et al. compared MTurk and Prime Panels
(an online research panel aggregate). They find similar data
quality but more diverse participants on Prime Panels than
on MTurk with more direct access to lesser represented user
groups, albeit with inevitable trade-offs [28]. While the above
studies focused on the recruitment of end-users, our work is
the first to compare six samples of expert users with a focus
on participants’ software development experience.

Studies with Security Information Workers: Since mis-
understandings and over-estimation of capability could be
a prominent issue while recruiting participants with self-
assessed coding skills, Danilova et al. developed and eval-
uated screening questions for efficacy by recruiting several
batches of participants with and without programming skill
from multiple platforms. They found that 42% of Clickworker
users advertising programming skill did not meet their cri-
teria and could be filtered out [30]. This study is tangential
to ours, as they focused on identifying effective questions
for developer screening, while our focus is on recruitment
strategies using questions from the existing literature. A 2019
literature review by Tahaei et al. addressed the status quo of
developer-centred security research, summarizing 49 papers
with developer studies that were published in 19 conference
proceedings or journals between 2005 and 2019 [73]. We
build our literature review on their work, however, we focus
on recruitment strategies. Furthermore, in a 2021 literature
review, Kaur et al. analyzed and found 557 relevant publica-
tions including regular users and experts in security research.
Of these, they analyzed 48 expert studies in depth. Among
other goals, they investigated participant demographics, how
they were recruited and ways to align research objectives with
research methods [47]. In contrast, for the current work, in
addition to the literature review of previous security research
to identify common developer recruitment methods, we sur-
vey developers from six popular platforms identified in our
literature review and compare both general and security de-
mographics. To the best of our knowledge, the recruitment
strategies for developer studies have not yet been comprehen-

sively researched. Various studies recruit computer science
students as a representative for developers due to their tech-
nical background and because they are easier to recruit. If
developers were recruited, the criteria for deciding who is an
expert are different for each research study. Our research dif-
fers from previous works by providing both a comprehensive
literature review of top tier developer studies, and a larger-
scale comparison of different recruitment platforms, all of
which were used in previous research in this domain.

3 Security Studies with Software Developers

In the following section, we investigate recruitment strategies
and survey questions in security studies with experienced
software developers. We aim to gain insights into common re-
cruitment strategies and the experiences, skills and knowledge
previous studies required from their participants. Therefore,
we collected and reviewed five years of relevant research pub-
lished at important security, privacy and HCI venues. We did
not aim for an exhaustive literature review across all potential
venues from the beginning of studying developers. Instead,
our goal was to learn recent common practices. The literature
review is the foundation of the comparative studies we con-
ducted in Section 4. Figure 1 gives an overview of our overall
methodology.

informs and
motivates

Survey
Design

Literature
Selection

Recruitment
Strategies

Piloting Survey
Distribution

Data
Analysis

Literature Analysis

Comparative Online Study

Coding Survey
Questions+

Figure 1: Methodology overview: The literature review in-
formed and motivated our comparative online studies.

3.1 Literature Selection
We broadly selected publications in the field of usable se-
curity and privacy that conducted user studies with security
experts. Although we only survey developers, studies with
different types of experts are often related and similar in na-
ture, and therefore including them gives us a wider net, which
helped us design a fitting survey questionnaire. We focused
on works published between 2016 and 2020 at the top (us-
able) security and privacy, and human computer interaction
venues: the USENIX Security Symposium (SEC) [13], the
ACM Conference on Computer and Communications Secu-
rity (CCS) [2], the IEEE Symposium on Security and Privacy
(S&P) [7], the Network and Distributed System Security Sym-
posium (NDSS) [8], the Symposium on Usable Privacy and
Security (SOUPS) [11], the Human Factors in Computing
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Systems (CHI) [6], as well as the workshops Usable Security
(USEC) [8] and its European counterpart (EuroUSEC) [8].
These venues were chosen based on two conference lists for
computer security and HCI, filtered by citation counts [3, 12].
Besides selecting the most relevant ones, some were further
down and were chosen due to their focus on usable security
and HCI.

For all included venues except CHI, two authors indepen-
dently reviewed all proceedings published between January
2016 and September 2020 by reading the abstracts and titles.
For CHI, where the publication volume is significantly higher
than at the other venues, we used a different approach. Instead,
we searched the CHI proceedings for keywords related to our
context (secur, priva, develop, admin, expert and program),
manually investigating the results. Additionally, we compared
our set of papers with the developer papers listed in two other
publications [47,73]. This brought up three additional papers,
but we neither learned novel recruitment strategies nor survey
questions and therefore did not add them to our list. Overall,
we initially found 95 papers that at least one author identified
as relevant. We reviewed all conflicts and removed 21 papers
that, after closer inspection, e. g., did not include a developer
study, leaving us with 74 papers for further analysis.

3.2 Literature Survey

For the remaining set of papers, we collected information
about participant recruitment and survey questions if avail-
able. We extracted the following information: type of partic-
ipants (e. g. software developers or system administrators),
recruitment platform (e. g. MTurk or CS students), number of
participants, and compensation amount and type. Two authors
independently reviewed each paper for the above information
in detail. Disagreements were immediately discussed and re-
solved. In the course of the detailed analysis, we removed 15
more papers for either a missing security focus or not recruit-
ing expert users, leaving us with 59 papers in the final set (cf.
Table 3 and 4 in Appendix A).

For papers that included studies with both end-users and
expert users, we only considered expert user information. To
collect all information from each paper, we first checked if it
was included and available as part of the paper, the appendix,
or a replication package. For questions, we decided to fo-
cus purely on surveys and excluded questions from interview
studies. Interviewers often use open-ended questions and en-
courage participants to elaborate their answers, which works
well for explorative interviews, but might not translate well
to quantitative survey questionnaires.

Overall, we found participant recruitment information in
58 papers and 363 questions in 45 papers. In ten cases we
could not find the information in the paper and contacted the
authors. All but one acknowledged our request and provided
us with the necessary information. One research team did not
retain the original survey questions and could only provide us

with rough estimates of the used questions. We assigned all
extracted survey questions and answer options to one of the
following categories:

General. Demographics such as age, gender, or education.
Experiences, Skills, and Knowledge. Security and program-
ming experiences, skills and knowledge.
Scales. Established scales such as the System Usability Score
(SUS) or the Secure Software Development Self-Efficacy
Score (SSD-SES).
Specific. Specific questions for studies, e. g. self-assessment
of task success or failure.

We excluded specific questions from our survey if they
were narrowly focused on e. g. a specific tool or area of de-
velopment. In case multiple papers included questions with
identical or similar phrasing, we merged them while keeping
track of their origin.

3.3 Results

Below, we present and discuss the results of our literature
survey used to inform and motivate the comparative studies in
Section 4. However, we do not intend to systematize previous
work (cf. [73] and [47] for respective systematizations).

24 of the analyzed papers recruited participants with soft-
ware development experience, ten recruited system adminis-
trators or operators, and another 24 recruited security experts.
While these security experts all had computer science and
security backgrounds, they differed from each other, e. g. in
terms of experience in a certain job role, skills, or security
certifications. In seven papers, we could not find sufficient de-
tails to determine the participants’ job role. One paper did not
provide exact participant numbers. 23 papers offered fixed
payments of varying amounts, some using gift cards. One
paper used performance-based payments, and six raffled a
prize among all participants. For the other papers, 21 did not
mention any reward, and 11 stated that they did not reimburse
participants. Overall, we identified 25 recruitment platforms.
In 12 papers, recruitment was described at a superficial level,
such as e. g. social media ads [49] or online cold calling [53].
We assigned all 25 strategies to six categories (number of
papers in parentheses):

Unsolicited Emailing (10): Papers in these categories sent
unsolicited emails by collecting participants’ contact informa-
tion. Example email collection platforms are GitHub (5) and
Google Play (5).
Social or Regional Contacts (75): Strategies based on some
form of professional or personal network (29), snowball sam-
pling (10), as well as recruiting through security related events
(13) or regional expert meetups (4). Also includes the dis-
tribution of flyers (6), Craigslist (2), and the recruitment of
computer science students (11).
Social Media (10): Posting study information on social me-
dia platforms such as Twitter (5), Facebook Groups (1) and
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Ads (2), and the chat software Slack (2).
Online Forums/Blogs (33): Strategies relying on discussion
platforms such as Reddit (8), online forums (8), mailing lists
(15), and blogs (2) dedicated to computer science topics.
Paid Workers (4): Freelancing or crowdsourcing platforms
such as Prolific (1), Upwork (1), and Freelancer (2).
Networking (8): Professional networking platforms such as
LinkedIn (7) or its German counterpart Xing (1).

4 Comparative Study of Recruitment Plat-
forms for Security Developer Studies

Based on the results in Section 3 we designed, pre-tested and
conducted a comparative online survey study with six samples
of developers. We collected their demographic information,
as well as data about participants’ security and programming
knowledge, skills and experience with an online question-
naire.

Before we recruited participants and conducted the surveys,
we pre-tested our survey with cognitive interviews [63] with
members of our research group who were not part of this
project. This allowed us to gather insights into how partici-
pants interpret and answer questions. During our cognitive
interviews, participants shared their thoughts as they answered
each survey question. We used our findings to iteratively re-
vise and adapt the survey questions and answer options to
minimize bias and maximize validity.

In a second pre-test, we refined our survey with two rounds
of pilot studies on Prolific with 20 users each, similar to ap-
proaches in other works [79]. To screen, we used Prolific
filters based on self-reported computer programming and soft-
ware development experience. We slightly adjusted and im-
proved our phrasings for the final survey based on the results
of our pilots.

For recruitment purposes, we created a short screening sur-
vey (cf. replication package [46]), that inquired about software
development experience, current job role and gender to be
able to filter eligible participants wherever necessary. For our
final survey, we exclusively invited participants who claimed
to have experience as a software developer in our screening
survey. As we could not confirm the self-reported develop-
ment experience of Prolific and MTurk users, we used two
additional programming questions from Danilova et al. [30]
in a new screener and repeated these samples. Finally, we
conducted a priori power analysis to determine the number
of required participants for our statistical tests. We used stan-
dard assumed effect sizes gathered from literature (0.25 for
Kruskal-Wallis, a medium 0.3 effect size for Chi-square, and
0.8 for Mann-Whitney-U). All analysis suggested that at most
325 overall and 29 participants per group would be required,
which we exceeded by far in our recruitment.

4.1 Survey Structure
We built the survey based on questions we extracted from
papers in Table 3 and the 2020 StackOverflow Developer
Survey [10]. We copied questions and response options di-
rectly whenever possible to ensure comparability. However,
we added answer options or modified question phrasings when
appropriate (e. g. we modified the gender answers to be more
inclusive, following current best practices [5]).

I. Introduction 
What job roles do participants have?

II. Developer Demographics
How experienced or skilled are participants as
developers?

III. Organizational Demographics 
Questions about participants' workplace and team. 

IV. Coding 
How did participants learn how to code, how long
have they been coding?

V. General Demographics 
General Demographics such as age, gender, or
education.

Figure 2: Illustration of the survey flow.

The survey structure is outlined in Figure 2. Overall, the
survey consisted of five sections with 46 questions. The sec-
tions ranged from general to specific job experience, to orga-
nizational, to coding and finally demographic questions. The
complete survey is listed in the replication package [46]. We
distributed the survey in English, but translated the survey for
German students.

I. Introduction. In the first section, we asked participants
about their experiences in different job roles (cf. Q1 - Q2).

II. Software Development Background. We asked partici-
pants specific questions about their experience as software
developers, such as how they learned about programming,
how proficient they were in prominent programming areas,
how much experience they had in these areas and if it included
the integration or deployment of security mechanisms (cf. Q3
- Q12).

III. Organizational. This section contained questions ad-
dressing participants’ workplace, including number of em-
ployees at their organization, size of their team, and if their
work included security-relevant tasks and decisions (cf. Q13
- Q19).

IV. Programming. This section had questions concerning
programming experience, including the expertise with dif-
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ferent programming languages, certifications, as well as par-
ticipation in security events, Capture The Flag (CTF) con-
tests and bug bounty programs. We also asked the vulnera-
bility identification and mitigation questions from the secure
software-development self-efficacy scale (SSD-SES) 2 (cf.
Q20 - Q32).

V. General Demographics. Finally, we asked about general
demographics, e. g., gender, age, ethnicity, education, and em-
ployment status (cf. Q33 - Q46).

4.2 Survey Distribution

We distributed our survey on six different recruitment plat-
forms we identified in Section 3: MTurk, Prolific, Upwork,
Freelancer, Google Play and computer science students. Ta-
ble 1 summarizes the recruitment platforms we used and
illustrates their unique deployment characteristics, including
options to filter participants. Although we are not aware of
previous work that recruited participants with software devel-
opment experience from Amazon MTurk, we chose to include
it because of its general popularity in usable security and pri-
vacy research and to investigate to what extent it can be used
in future security developer studies.

For MTurk participants, we required an approval rate of
at least 95% and 100 or more jobs completed. On Prolific,
we filtered for participants who had self-reported computer
programming or software development experience. As we
were unable to confirm the self-reported programming knowl-
edge of Prolific or MTurk participants, we additionally added
two programming skill questions from Danilova et al. [30] de-
signed to test development skills (cf. replication package [46])
to these screening surveys and redid both platforms. On Up-
work, we focused the recruitment on freelancers who had
at least entry-level experience, a job success rate of 90%
and were conversational in English. For participants on Free-
lancer.com, we used the built-in search and filtered for users
based on the term ’Software Development’. On both freelanc-
ing platforms, we used user profiles to confirm participants’
experience. We extracted public contact email addresses from
Google Play Store applications and contacted 76,978 devel-
opers. To recruit computer science students, we contacted ten
U.S. and five German universities that offered a CS degree
program and kindly asked colleagues to distribute the survey
between their students. We assumed that both CS students
and Google Play developers have programming skills on at
least a beginners level due to their professions.

Excluded Platforms: We did not recruit participants from
all platforms we identified in previous work (cf. Table 1).
Although previous studies used GitHub to recruit partici-
pants [14, 16, 85], we decided against it, as extracting emails

2We excluded the SSD-SES questions regarding security communication
since we were mainly interested in skills and knowledge and aimed to keep
the survey short.

from GitHub commit messages violates their terms of service
and might also constitute a violation of the European GDPR.
We also excluded platforms that vary significantly between
research teams, making it unlikely to produce generalizable
results. This includes platforms that depend on the authors’
contacts, such as Twitter or other social networks. Similarly,
we excluded platforms requiring exclusive access to small
or local groups, such as specialized companies or developer
meetups. Additionally, our own experience and feedback from
some of the authors of papers in our review who used, e. g.,
social media or security events for recruitment (Table 3) illus-
trates that recruiting from these platforms usually resulted in
smaller samples and higher effort (e. g., contact 20 mailing
lists for 15 participants).

4.3 Data Analysis and Quality
Our results only include quantitative data points. We use
Kruskal-Wallis (KW) as a non-parametric equivalent to the
one-way ANOVA to compare multiple independent groups
and for ranked categories (e. g. Likert scales). For unranked
categorical questions, we use the Chi-square test (χ2). In
case of the SSD-SES, we used a more appropriate Mann-
Whitney U test. Procedurally, we first performed omnibus
tests, which were then followed by pairwise comparisons. We
assume an alpha level of α = .05 for significance in hypothesis
tests and corrected our results using the Benjamini-Hochberg
procedure.

To improve data quality, we removed invalid participants,
including 68 participants who reported a contradicting lack of
experience as a developer in the final survey despite reporting
otherwise in the screening survey. We further excluded 168
participants who did not finish the survey and five who gave
identical answers or wrote nonsensical comments in free-text
responses. We checked completion times, but did not find any-
one who finished the entire survey in less than three minutes
(we used estimated completion times identical to the Stack
Overflow 2020 developer survey [10]). In total, we excluded
241 participants, leaving us with 706 valid responses.

4.4 Ethics
None of the involved institutions required a formal IRB ap-
proval. However, we only used previously established ques-
tions that always included options to decline to answer. Fur-
thermore, every participant agreed to our consent form with
detailed information about the study, responsible researchers
and contact information, risks, benefits as well as privacy and
participant rights. At the end of the survey, participants had
the chance to not submit their answers to exclude them from
our analysis. Our survey did not collect any PII except for the
email addresses of participants interested in the raffle, which
were deleted after the raffle was done. We stored the collected
data on our encrypted cloud server, which only involved au-
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MTurk Prolific Upwork Freelancer Google Play CS Students

Recruitment:
Type Job post Job post Job post Job post Email invite Email invite
Duration Dec’21-Jan’22 Dec’21 Jan’21-Feb’21 Mar’21 Feb’21-Mar’21 Feb’21-Mar’21

Participants:
Started survey 111 126 112 111 168 316
Finished survey 103 122 107 107 107 232
Valid (total) 101 122 72 100 103 208

Screening: Yes Yes Yes No No No
Compensation:

Screening $0.52 $0.52 - - - -
Final survey $5 $5 $5 $5 Raffle ($50 gift cards) Raffle ($50 gift cards)

Table 1: Survey distribution details for all six recruitment platforms we used.

thors could access. Additionally, we used random six-digit
numbers to identify valid submissions for compensation, but
they were not stored and processed further in any other way.

Compensation depended on the platform, but we aimed to
award at least US federal minimum wage. For the screening
surveys on Prolific and MTurk we paid $0.15 for one minute
of work which was increased to $0.52 for three minutes in
the rerun, while we awarded $5 for the full survey. Although
we do not have data on the exact survey completion times,
Prolific reported rates well above the US federal minimum
wage. Participants we needed to contact via email had the
chance to take part in a raffle for 20 $50 gift cards.

5 Results

In the following section, we report and discuss the results
for our survey across all six samples. As we could not find
significant differences between them, we merged the English
and German student samples and refer to them as students
collectively to mitigate the regional bias when examining
samples from different countries. Since some of our questions
allowed multiple response selections, the percentages we re-
port may not always add up to 100%. Due to the high amount
of information, we provide detailed numbers on all questions
in Tables 5, 6, 7, and 8 in the replication package [46].

5.1 Participants’ Demographics
Overall, a total of 947 participants started our survey. Of
those, we considered 706 complete and valid responses on
Amazon MTurk (101), Prolific (122), Upwork (72), Freelancer
(100), Google Play (103), and in the student sample (208) for
our analysis. We report the details on the recruitment and
participants per platform in Table 1.

Across all platforms, we find that participants reported ex-
perience in areas besides development, however, the extent
of this varied. Most commonly, developers also had experi-
ence as software testers (58.2-70.0%). We found networking
skills the most common on Google Play (45.6%) and the
least common for Upwork (22.2%) and Prolific participants

(21.3%). Reverse engineering knowledge was overall less
common, with at most 22.0% on Freelancer. It was least com-
mon on Prolific (10.7%) or for students (13.5%). We report
the most relevant general demographics in Table 2. Across
all samples, our participants predominantly identified them-
selves as male (83.4%), with CS students (µ: 24.6) followed
by Upwork (µ: 27.4) and Prolific (µ: 28.0) being the youngest
groups and participants from Google Play (µ: 37.5) the oldest.
Most participants (74.8%) studied computer science. How-
ever, except for MTurk, where 21.8% self-reported a computer
security focus in their studies, at most 4.0% reported this on
the other platforms. Furthermore, only a minority of partic-
ipant reported a disability and only on Freelancer (45.0%)
and MTurk (41.6%) we found a large portion to be a primary
caregiver for children, elderly or disabled.

Cultural background and language proficiency: Partici-
pants across all samples reported a wide variety of ethnicities
(cf. Figure 9 in replication package [46]). Overall, we find that
on Prolific (86.1%), Google Play (76.7%), MTurk (71.3%),
and in the CS student sample (59.6%) most participants re-
ported to be white or of European descent.

English (US) was reported as the native language for a ma-
jority of participants on MTurk (78.2%) which is likely due
to most of them being located in the U. S. (71.3%), whereas
a plurality of participants on Google Play (40.4%) and in
the student sample (40.4%) reported German as their native
language. Participants on Prolific, Upwork and Freelancer
reported a variety of native languages with none of them
standing out. Despite only MTurk users being the only sam-
ple with a majority of native English speakers, a majority
(89.0%) across all platforms reported being very comfortable
in answering the survey in English on a five-point Likert scale.

Education and employment: A majority of participants on
MTurk (76.2%), Upwork (63.9%) and Freelancer (53.0%) re-
ported having a Bachelor’s degree, while the most common
degree on Google Play (27.2%) was a master’s degree. While
not a majority, a Bachelor’s degree was most common for stu-
dents (32.2%) and on Prolific (38.5%). Additionally, a major-
ity within the student sample reported to be students (60.1%)
or part-time employees (22.1%) as opposed to other samples,
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MTurk Prolific Upwork Freelancer Google Play CS Students

Experience as:
Reverse Engineer 18 (17.8%) 13 (10.7%) 13 (18.1%) 22 (22.0%) 16 (15.5%) 28 (13.5%)
Network Practitioner 39 (38.6%) 26 (21.3%) 16 (22.2%) 43 (43.0%) 47 (45.6%) 57 (27.4%)
Vulnerability Researcher 38 (37.6%) 22 (18.0%) 16 (22.2%) 28 (28.0%) 36 (35.0%) 34 (16.3%)
Software Tester 60 (59.4%) 81 (66.4%) 49 (68.1%) 70 (70.0%) 60 (58.3%) 121 (58.2%)

Programming/week:
ă 5 hours 8 (7.9%) 17 (13.9%) 6 (8.3%) 4 (4.0%) 4 (3.9%) 25 (12.0%)
5 - 10 hours 23 (22.8%) 25 (20.5%) 10 (13.9%) 11 (11.0%) 16 (15.5%) 55 (26.4%)
10 - 20 hours 23 (22.8%) 28 (23.0%) 9 (12.5%) 6 (6.0%) 19 (18.4%) 47 (22.6%)
20 - 30 hours 21 (20.8%) 20 (16.4%) 18 (25.0%) 16 (16.0%) 24 (23.3%) 34 (16.3%)
30 - 40 hours 14 (13.9%) 18 (14.8%) 14 (19.4%) 27 (27.0%) 21 (20.4%) 22 (10.6%)
ą 40 hours 11 (10.9%) 10 (8.2%) 14 (19.4%) 36 (36.0%) 18 (17.5%) 15 (7.2%)

Gender:
Woman 16 (15.8%) 32 (26.2%) 7 (9.7%) 7 (7.0%) 1 (1.0%) 42 (20.1%)
Man 84 (83.2%) 89 (73.0%) 65 (90.3%) 90 (90.0%) 97 (94.2%) 165 (78.9%)
Non-binary 1 (1.0%) 1 (0.8%) 0 (0.0%) 0 (0.0%) 3 (2.9%) 1 (0.5%)

Age [I in years]: 31.6 28.0 27.4 30.1 37.5 24.6
Primary field of study:

Computer Science 62 (61.4%) 91 (74.6%) 51 (70.8%) 80 (80.0%) 62 (60.2%) 182 (87.5%)
IT security/Cybersecurity 22 (21.8%) 2 (1.6%) 1 (1.4%) 4 (4.0%) 2 (1.9%) 5 (2.4%)
Other eng. disciplines 11 (10.9%) 13 (10.7%) 9 (12.5%) 8 (8.0%) 16 (15.5%) 3 (1.4%)

No of co-workers:
Solo 15 (14.9%) 48 (39.3%) 31 (43.1%) 47 (47.0%) 41 (39.8%) 67 (32.2%)
In a team 86 (85.1%) 74 (60.7%) 41 (56.9%) 53 (53.0%) 62 (60.2%) 141 (67.8%)

Table 2: Basic demographic information for valid participants across all samples.

where most were full-time employees or self-employed. An
exception here was Prolific, where 26.2% of the participants
reported to be students, the second-largest group after full-
time employees (45.9%). Overall, most participants reported
to work as a software developer (78.9%). No other job roles
particularly stood out, but overall 34.8% of participants re-
ported to work as an Engineer as a second most common job
role. Job role distribution did not vary much between plat-
forms with only students reporting to have roles like data
science or ML specialist (20.7%) and academic researcher or
scientist (20.2%) more than other platforms.

Workplace size and working hours: Across all platforms,
the majority of participants (70.1%) reported working in a
small company with less than 500 employees. Additionally,
students (µ: 22.7) reported the lowest overall working hours
per week. Participants on Freelancer (µ: 39.0) followed by
Google Play (µ: 37.0) and MTurk (µ: 36.0) reporting the
highest working hours. This stresses how most participant,
except for students, who more commonly work part-time, are
full-time developers.

Key Points | Participants’ Demographics: Software devel-
opment experience is by far most common. Participants
are also (less) experienced with security-relevant areas
such as reverse engineering or vulnerability research. Cur-
rent job roles encompass mostly development. The ma-
jority of our participants studied computer science with
no security focus, and many participants work full-time in
smaller companies. Disabilities are very rare. Caregiv-
ing (for children) was only common on MTurk and Free-

lancer. We find a wide variety of ethnicity and native
languages between platforms. Bachelor/Master degrees
are common.

5.2 General Programming Experience and
Knowledge

In this section, we report our participants’ general program-
ming experience and knowledge across all samples.

Development experience: We asked participants to report
their total and professional development experience in years
(cf. Figure 3). Google Play participants reported both the
highest overall (µ: 17.8) and professional development expe-
rience (µ: 11.0). In contrast, students were least experienced
regarding both overall (µ: 7.0) and professional experience
(µ: 2.1). For total programming experience, we find no signif-
icant difference, while the professional experience on Google
Play is significantly higher than on Upwork (KW, H = 7.43,
p ă 0.01) or for students (KW, H = 11.31, p = 0.03) after
correction.

Development tasks per week: Furthermore, we asked par-
ticipants how many hours they spent on software development
tasks per week. The majority of Freelancer (79.0%), Google
Play (61.2%) and Upwork (63.8%) participants reported work-
ing more than 20 hours per week, confirming the previous
findings of their commonly reported full-time status. Con-
versely, the majority on Prolific (60.7%) and in the student
sample (65.8%) and a bit more than half of MTurk participants
(54.5%) report that they work 20 hours or less.
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Figure 3: Years of total, professional, and computer security
experience for developers across all samples.
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Figure 4: Developers’ average self ratings for (a) proficiency
with the top 15 programming, scripting and markup languages
(b) proficiency in different development areas

Proficiency in programming, scripting and markup lan-
guages: An essential recruitment criteria for developer stud-
ies, especially those with practical tasks, is the proficiency
with specific programming languages [57, 58, 69] or devel-
opment areas [82]. Hence, we asked them to rate their profi-
ciencies with the top 15 programming, scripting, or markup
languages (cf. Figure 4a), and different development areas

(cf. Figure 4b), both taken from the StackOverflow Devel-
oper Survey results [10]. Overall, MTurk participants report
higher ratings for most programming languages as well as
in development areas, although no single language stood out.
Proficiency in Rust was rated the lowest in almost all samples,
followed by Go and Ruby. While Java was highly rated by
both CS students and Google Play developers, likely due to
Java being both a popular teaching language, and the basis for
Android development, we found SQL to be the best known
on Freelancer, and HTML/CSS very highly rated on Upwork.

When examining different development areas, we find that
frontend and full stack development were rated the highest
overall. This is likely due to them being very broad and
widespread areas, which is supported by the StackOverflow
Developer Survey, in which they were among the three most
commonly stated roles. The average self-rating for mobile de-
velopment was highest for Google Play participants, notably
the highest rating found within the given areas.

Key Points | Proficiency in programming, scripting and
markup languages: Google Play developers reported the
most and student developers the least experience in
years. On Freelancer, Google Play, and Upwork we re-
cruited mostly full-time developers. MTurkers reported
the highest proficiencies across most development areas
and programming languages.

5.3 Security Experiences, Knowledge, and
Skills

In this section, we provide details on security experience,
knowledge and skills our participants reported.

General security experience, knowledge and skills: We
asked participants to report their general computer security
experience in years, including studying or working (cf. Fig-
ure 3). Google Play participants self-reported the highest
security experience (µ: 4.4) and Prolific users the lowest (µ:
1.3). However, we found no statistically significant differences
between samples.

Based on the SSD-SES scale [79] we found that partici-
pants across samples reported different confidence in their
secure development skills (Freelancer.com: µ: 26.4; MTurk:
µ: 26.0; Upwork: µ: 24.1; GPlay: µ: 22.6; CS Students µ:
21.9; Prolific: µ: 18.8), and the students’ confidence to be
significantly lower than the other samples (Mann-Whitney U,
U = 370–1107, p ă 0.01).

Implementing specific security features: We were inter-
ested in learning our participants’ experiences with imple-
menting specific security features, e. g., encryption or storing
user credentials (cf. Figure 5). Our participants reported most
experience with implementing input validation, authorization
and authentication features, using API keys, using encryption
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Figure 5: Developers’ security features usage.

and storing user credentials. They reported the least experi-
ence with cryptographic key management, digital signatures
and fraud prevention features. We also found that participants
from Upwork, Freelancer and Google Play reported most
experience with implementing specific security features. In
contrast, participants from MTurk and Prolific reported the
lowest experience. CS students were in the middle.

Finding security problems in code: Furthermore, we asked
participants how often they used specific techniques to find se-
curity problems in their code, including automated or manual
code reviews, tools to scan their code for vulnerable libraries
and penetration testing.

Overall, we found the usage frequency for these techniques
does not differ much between samples (cf. Figure 8 in replica-
tion package [46]). For most techniques, participants state to
have used them once or occasionally (20.2-47.5%) or not at
all (16.9-65.9%). Within all techniques, penetration tests are
the least frequent (37.6-65.9% stated to not use or consider
them), most likely due to their massive overhead. We find
MTurk participants report generally higher frequencies, with
25.7-45.6% stating they use every technique for at least all
builds or releases. We find that in general, code reviews are
more frequent than other techniques, both manual reviews
by other developers (32.1-47.0% at every build or release) or
automated code scanning tools (22.6-45.6%).

Receiving security training: We asked participants which
security training they received in the past, including train-
ing on the job, at school or university, online and self-taught
training (cf. Figure 6).

In almost all samples except Prolific, more than one third of
participants received a security related training at work, with
Google Play (53.4%) and MTurk (54.5%) participants report-
ing extraordinary high numbers. In contrast, only 10 to 20%
of all participants except for MTurk (30.7%) participated in a
dedicated security training event organized by their employer.
Across all samples, at least roughly a third (29.1% on Google
Play) of participants received a security training at educa-
tional institutions, the highest being students (62.5%). Online
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Figure 6: Security related training our participants received.

courses were similarly popular across all samples, except for
CS students and Prolific, who took them only about half as
often as others. While 24.8% of MTurk participants reported
to have participated in dedicated workshops or seminars, only
6.6% of Prolific participants and roughly 15% of the remain-
ing participants did. A majority of Google Play participants
reported that they were self-taught (58.3%), with similar high
numbers on Upwork (40.3%) and Freelancer (48.0%), which
fits to the culture of freelancing or self-employment. This is
in stark contrast to MTurk participants, where only 16.8%
report to be self-taught.

Security-related activities and events: We asked partici-
pants about security certifications, participation in security
events or CTF contests, software vulnerability disclosure, and
submissions to bug bounty programs (cf. Figure 7), as we
found these as recruitment criteria or methods in our litera-
ture review.
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Figure 7: Security related activities and events our participants
took part in. The values represent the percentage per sample
that stated to have taken part in the respective activity/event.

Overall, we found that participants most commonly at-
tended security related events or had previously disclosed
vulnerabilities. However, this did not apply to Google Play de-
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velopers, where only up to 22.3% participated in any activity,
while, e. g., 42.3% of the lesser experienced students stated
to have attended security related events. However, we found
that security-related events were commonly confused with
security-related classes by student participants. Again, MTurk
participants report surprisingly high numbers in comparison
to the other samples, except for disclosing vulnerabilities.

Security in teams vs solo: To examine if security experi-
ence differed for participants who worked alone or in a team,
we first asked for the number of co-workers in participants’
teams. We differentiated between participants who reported
no or at least one, regarding the latter as working in a team.
Furthermore, the question phrasing in this block slightly dif-
fered for both groups, referring either participants’ teams or
only themselves. Ultimately. we found that the majority of
participants (64.7%) on all platforms worked in teams.

Security focus in current field of activity: The majority of
participants on Freelancer (52.8%) report a security focus
within their teams, while students report this least frequently
(26.2%). However, the numbers for having a security focus
are overall high, possibly due to a too broad or vague under-
standing of the term security focus in our question. For solo
workers, we find the largest portion (46.7%) of participants
with security focus on MTurk, while a lack of security focus
is common on Google Play (12.2%), Prolific (10.4%) and for
students (9.0%).

Security-relevant tasks: Similarly, we asked participants if
they or their team work on security-relevant tasks. A majority
of MTurk (54.7%) and a plurality of Freelancer (49.1%) par-
ticipants report working on security-relevant tasks in a team,
while the remaining participants mostly report only partial or
no (e. g. 36.9% of students) security-relevant work. For solo
workers, a majority on Prolific (54.2%) as well as most on
Google Play (34.1%) and in the student sample (49.3%) are
not working on security-relevant tasks.

Security-critical decisions: Furthermore, we wanted to
know if anyone else (and who) is consulted for security-
critical decisions, as these could be very sensitive from an
organization’s point of view. We find that a majority of partic-
ipants working in teams across all platforms make security-
critical decisions with their team (61.4%). Participants work-
ing solo on all platforms mostly make security-critical deci-
sions alone (53.6%).

Security champion3: Lastly, for the participants working in
a team, we wanted to know if they have a security champion
in their team. While the majority of participants with teams
report to make security-critical decisions with their team, at
most 45.3% on MTurk also report to have a security champion,
implying a deficit of designated security experts within teams.
Overall, we find that attention to security is more frequent for
participants working in teams in comparison to those working

3We define security champion as a co-worker who may not be a trained
security expert, but has a large interest and knowledge and can be approached
with questions.

alone. This might be due to security being regarded as a lesser
goal than pure functionality, and therefore seemingly less
relevant, especially when the workload cannot be split with
other team members.

Key Points | Security Demographics: MTurk along with
Freelancer and Upwork participants reported the highest
values for most security related questions. CS students
and partially Prolific participants reported the lowest. Se-
cure development features were used, but not by a ma-
jority. Most common features included input validation,
authorization and authentication, API keys, encryption and
storing passwords. More than a third of all participants re-
ported security training at work. Security activities were
not common in most samples. We found a security focus
and tasks more common in teams than for solo workers.

6 Limitations

Both the literature survey and the online study have limita-
tions. First, the literature survey is limited to the proceedings
listed in Section 3.1. We cross-checked with literature reviews
from 2018 [73] and 2021 [47], which also included workshops
and lower-ranked venues, finding no significant oversights
and believe to have identified and included all relevant papers.

Due to the diverse nature of screening questions, payment
types and filtering criteria, we were unable to perfectly repli-
cate all previous work on all tested platforms. We furthermore
decided against certain recruitment strategies that were too
easily influenced by research team location (e. g., security
events or meetups) or personal/professional contacts (e. g.,
social media, LinkedIn), or that would not allow us to recruit
sufficient sample sizes. An exception to this was the student
sample. While these are also influenced by location, we ar-
gue that they are easy to reach for university researchers, and
in our sample, decided to merge several student samples to
mitigate the biases.

Participants on Upwork and Freelancer were able to directly
communicate with us, and were often interested in additional
jobs, which might have been an incentive to report higher
scores to leave a better impression, although we do not find
both platforms to perform visibly better than others.

For some platforms, we required multiple runs or stops in
between due to bureaucratic reasons (i. e., resolving payments
with our institutions), resulting in longer data collection time
frames for these samples. Furthermore, there may have been
instances of the same person participating multiple times
through different platforms. However, we asked participants
on which recruitment platforms they are active, to which par-
ticipants reported up to three additional platforms on average
(cf. Figure 10 in replication package [46]). We argue that due
to other differences in, e. g., ethnic backgrounds, it is unlikely
that participants responded multiple times on a large scale.
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For the German student sample, due to translations and differ-
ing cultural and societal circumstances, participants were able
to select a different number of answers for the gender, primary
study field and caregiving question. We found no significant
impact in the data due to this. Lastly, as recruitment channels
change, we believe that this kind of study should be repeated
from time to time.

7 Discussion

In this section, we discuss our experiences with the recruit-
ment platforms used in this research and provide recommen-
dations for platforms suitable for certain security study types.

As researchers need to consider their target population
when deciding for or against recruitment platforms, we dis-
cuss insights from results below that can be helpful for re-
cruitment decisions.

7.1 Participant Characteristics
Development experience, skills and knowledge: Develop-
ment experience and skills are common selection criteria
for secure development studies. Our results offer insights to
researchers considering a variety of points along the experi-
ence spectrum, depending on their study’s needs. We found
students to have the least experience while Google Play devel-
opers have the highest overall and professional development
experience. This finding is also backed up by the fact that
most students reported working part-time or studying as their
main occupation. In contrast, participants on Google Play
and other platforms are older and report more years of experi-
ence as well as working full-time, which positively influence
their experience. MTurk and Freelancer participants report the
second-highest overall and professional development experi-
ence, respectively and can be considered reasonable developer
recruitment alternatives to Google Play, with the benefit of
offering faster recruitment.

Another relevant set of criteria for developer recruitment
is the specific skill set participants may have, such as knowl-
edge of a certain programming language or development area
which could be useful for studies that want to research, e. g., a
security aspect of Python programming. We found MTurk to
be the most diverse as participants reported high proficiency
levels for most development areas and languages. Google
Play developers reported to be more proficient with Java and
Kotlin, CS students with Java and Python, while participants
on Freelancer and Upwork reported high proficiency with
SQL and HTML/CSS. While some of these might be coin-
cidental, it seems sensible to find Android developers to be
skilled in Java, and that Java and Python are popular teaching
languages for students.

Researchers also often need to balance their experience
and skill needs with the amount of recruitment effort required.
While we were able to recruit developers on all platforms we

sampled, we found that on some, the recruitment was faster or
easier. This was especially the case on Prolific and MTurk, as
researchers can screen and hire developers in batches, while
Upwork and Freelancer are focused on contract-work and
therefore require researchers to hire one participant at a time.

Security experience, skills and knowledge: Overall, we
found our participants to have experience in various areas
of secure development. Regarding experience with security
features, we found usage of input validation, authentication,
API keys, encryption and password storage most common, es-
pecially widespread on Upwork, Freelancer and Google Play,
suggesting a wider range of experience with secure develop-
ment than within other samples. Regarding the frequency of
secure development tools to find code problems, MTurk par-
ticipants reported deploying them on a much more frequent
basis than all other samples; we found no meaningful differ-
ences between the other samples. While we only regarded
participants with development background in our analysis, we
asked for experience with several other areas and find security-
relevant job roles present in our samples, making recruitment
of e. g. reverse engineers on Freelancer a more viable option
than on Prolific or Google Play.

Overall, MTurk participants reported the highest values
for most security-related questions, suggesting it is easier
to recruit developers there. This includes job role diversity,
especially in security-related disciplines such as reverse engi-
neering or vulnerability research, as well as years of security
experience and their security knowledge confidence, which
was rated with the SSD-SES. While MTurk looks promising,
we encountered a high number of invalid and very similar an-
swers, likely due to multi-accounting, in our initial run. This
required us to redo the sample with an adjusted screening
that included programming skill questions from Danilova et
al. [30]. We therefore recommend to use MTurk with cau-
tion and similar strict screening requirements to increase data
quality. While we did not observe this problem on Prolific,
we also could only rely on self-reported skill, and decided to
redo this platform with the same screener. Future work should
investigate our findings in more detail to better assess the
recruitment of MTurk users for security development studies.
As an alternative, Freelancer and Upwork participants also of-
ten reported high values (more than MTurk at some instances)
on security-related questions. They are further viable options
when researchers are trying to reach a diverse sample. On the
other hand, we find students as well as Prolific participants to
be less experienced with security, as they reported the least
years of security experience, use security features least often,
and had the lowest SSD-SES scores. We further found that
participants who work in teams are more likely to have a secu-
rity focus in their job or work on security-relevant tasks when
compared to those who work alone. This is another pointer
towards using platforms like MTurk, where comparatively
more participants work in teams, to recruit security experts.
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Sample Diversity. While participant experiences, skills and
knowledge are important aspects of recruitment, diversity of
demographics might also be essential for research projects.
In our survey, Google Play developers report the highest av-
erage age and the widest age range, correlating with their
high number of working years. CS students are the youngest.
Regarding gender, we find an overwhelming majority of male
participants over all platforms, which is sadly usual in security
research. Only on Prolific (26.2%) and in the student sample
(20.1%) we found a comparatively high number of female
participants. Regarding ethnicity, we found Freelancer and
MTurk to be the most diverse, while Google Play and Prolific
resulted in very euro-centric samples. We argue that due to
these findings, MTurk and Freelancer offer the widest degree
of diversity within their samples.

7.2 Specific Recruitment Strategies
Crowdsourcing: The crowdsourcing platforms MTurk and
Prolific offer a straightforward recruitment process. Although
both did not offer screening opportunities besides pre-existing
and potentially lacking filters, setting up additional screen-
ing surveys to find suitable participants is simple. However,
we found cases of multi-accounting on MTurk that required
us to use specific skill-based screening questions. On both
the platforms, it is easy to quickly collect a large number of
participants, but control over the sample is limited and depen-
dent on the available filters, which can be insufficient when
targetting a specific population. This can also lead to skewed
populations, e. g. in case of the very euro-centric Prolific,
or influenced by online trends [9]. We recommend MTurk
for larger studies with more participants where some noise
(i. e. fraud) in the data could be acceptable. Studies with a
smaller number of required participants should use platforms
like Freelancer or Upwork, where the data is less likely to be
noisy. Besides, the slower recruitment should be less of an
issue for smaller studies, and researchers can gather more in-
formation about the participants’ experience via their profiles.

Freelancers: It was more complex to create job postings on
Freelancer and Upwork, as these platforms are tailored to-
wards recruiting only a few freelancers for more complex
practical tasks such as programming a website, leading to
comparatively high minimum wages per job of $10 or $5.
Therefore, we needed to provide more information in the
setup process about both the job, and our expectations for
participants, but were able to directly communicate and suffi-
ciently filter for qualified participants. However, this lead to
some users trying to bargain with us which was much more
time-consuming than the crowdsourcing platforms. On Up-
work, it was possible to include screening questions into the
job post. Between the two, we found recruiting on Upwork to
be less complex and more intuitive, as well as having benefits
such as easier and faster payment options. Additionally, we
received only two applications on Freelancer, which forced us

to manually contact participants. Therefore, we specifically
recommend Upwork to recruit experienced developers for
practical coding studies or similarly larger tasks.

Email Invites: We contacted both Google Play developers
and students via email. While CS students can be reached
using university mailing lists, access to these cannot be taken
for granted for all research institutions or unaffiliated re-
searchers. Although we only used public contact information
from Google Play, the common practice of harvesting email
addresses from GitHub commits is a legal gray area that re-
searchers should be aware of [4]. Additionally, we found that
many developer addresses are inactive or lead to ticket sys-
tems that might never reach a developer. Overall, distributing
a survey via email is the fastest and cheapest, but also offers
the worst response rates. As there is no platform for handling
payments, offering compensation is more complex. Finally,
sending unsolicited email invites is increasingly perceived
as spam and the collection and use of non-public contact in-
formation is inhibited by emerging privacy laws such as the
GDPR in the EU.

Key Points | Recruitment Advice Developers were present
on all platforms. Google Play developers are the most
experienced, but focused on Java and Android. Students
are less experienced than other platforms. While there
are developers on Prolific, they are less experienced in
security topics. Crowdsourcing platforms should only
be used with filtering via screening questions, especially
MTurk. Freelancing platforms require a lot of manual
work and are more expensive. While emails are cheaper,
they have low response rates.

8 Conclusion

In this work, we first identified common recruitment strategies
for user studies with participants with software development
experience. We extracted relevant survey questions from these
papers, and designed and tested a questionnaire to study the
general and security programming, knowledge, skills, and ex-
perience of participants. Finally, we surveyed 706 participants
across six samples, and provide detailed insights into their
survey responses. Overall, we found that participants across
samples varied significantly, and that the characteristics of dif-
ferent recruitment strategies highly influenced their suitability
for different study types. In future work, more recruitment
platforms we excluded in our work should be investigated for
a broader picture of viable recruitment methods for security
development studies. Similar, future work could investigate
developer samples with a different focus such as system ad-
ministrators or security engineers. Finally, while we found
that MTurk participants self-reported high overall and secu-
rity experience, skills and knowledge at most instances, this
particular finding should be further investigated.
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