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Abstract

We investigate the relation between symbolic and crypiagasecrecy prop-
erties for cryptographic protocols. Symbolic secrecy oflpad messages or ex-
changed keys is arguably the most important notion of sg@lown with auto-
mated proof tools. It means that an adversary restrictegnibslic operations on
terms can never get the entire considered object into itsvleuye set. Crypto-
graphic secrecy essentially means computational indisisability between the
real object and a random one, given the view of a much morergkeadversary.
In spite of recent advances in linking symbolic and comporat models of cryp-
tography, no relation for secrecy under active attacks isknyet.

For exchanged keys, we show that a certain strict symbotiesg definition
over a specific Dolev-Yao-style cryptographic library imegl cryptographic key
secrecy for a real implementation of this cryptographicdilp. For payload mes-
sages, we present the first general cryptographic secréytioe for a reactive
scenario. The main challenge is to separate secrecy viotaly the protocol un-
der consideration from secrecy violations by the protosars in a general way.
For this definition we show a general secrecy preservatieortim under reactive
simulatability, the cryptographic notion of secure imptartation. This theorem
is of independent cryptographic interest. We then showdfatbolic secrecy im-
plies cryptographic payload secrecy for the same crypfgcdibrary as used in
key secrecy. Our results thus enable formal proof techsigoestablish crypto-
graphically sound proofs of secrecy for payload message@e&arhanged keys.

1 Introduction

Proofs of cryptographic protocols are known to be erromprand, owing to the
distributed-system aspects of multiple interleaved prottouns, awkward to make for
humans. Hence automation of such proofs has been studiedtaimce cryptographic
protocols first emerged. From the start, the actual crypoigic operations in such
proofs were idealized into so-called Dolev-Yao modeldpfeing [2] with extensions

*An earlier version of this paper appeared in [1].



in[3,4], e.g., see [5-11]. These models replace cryptdgrap term algebras, e.g., en-
crypting a message: twice does not yield a different message from the basic ngessa
space but the terfB(E(m)). A typical cancellation rule i®(E(m)) = m for all m. It
is assumed that even an adversary can only operate on tertims giyen operators and
by exploiting the given cancellation rules. This assumptia other words the use of
initial models of the given equational specifications, nsikéighly nontrivial to know
whether results obtained over a Dolev-Yao model are alsd wakr real cryptography.
One therefore calls properties and actions in Dolev-Yaoetssymbolicn contrast to
cryptographic

Arguably the most important and most common properties ga@ymbolically
are secrecy properties, as initiated in [2]. Symbolicalig secrecy of a payload or a
cryptographic object like a secret key is typically reprasd by knowledge sets: The
object is secret if the adversary can never get the correlpgrsymbolic term into
its knowledge set. Cryptographically, secrecy is typicaéfined by computational
indistinguishability between the real object and a randoshbsen one, given the view
of the adversary. Hence symbolic secrecy captures the edsdrstructural attacks
that make the secret as a whole known to the adversary, ardigeof its simplicity
it is accessible to formal proof tools, while cryptograpkécrecy constitutes a more
fine-grained notion of secrecy that is much harder to establi

There has been significant progress in relating symbolifieation and real cryp-
tographic properties. Nevertheless, secrecy propertisis sense have not yet been
considered.

1.1 Related Work

Early work on linking Dolev-Yao-style models and real crygtaphy [12—14] only
considers passive attacks, and can therefore not makeajstetements about proto-
cols. The same holds for [15].

Our own line of work contains a number of related resultsm@rily, we proposed
a specific Dolev-Yao-style cryptographic library with a pably secure real implemen-
tation [16, 17], and its extensions from public-key to synmeesystems [18,19}.The
notion of “as secure as” proved there, also called reacimalatability, is a powerful
notion that allows for general composition, i.e., the &pild prove protocols with the
ideal library and subsequently to plug in the real libratyedsentially states that the
views of honest users are indistinguishable when they ukerahe ideal or the real
library, and, after composition, when they use a protocthwither the ideal or the
real library. This corresponds to the intuitive idea thaéplacement of an ideal by a
real system is good if everything that can happen to usetsindal system could also
happen to them in the ideal system.

However, this view of the users does not contain the adweisawledge set as
typically used in symbolic secrecy proofs, and indeed thia purely symbolic no-
tion that does not exist in an indistinguishable way in thed system. Nor does the

1In more recent work, drawing upon insides gained from theofpad the cryptographic library, we
showed that widely considered symbolic abstractions df ffiasctions and of the XOR operation cannot be
proven computationally sound in general, hence indicatiag their current symbolic representations might
be overly simplistic [20, 21].



user view contain the actual key bitstrings, which are agpaphically secret in the
real system, because this is a purely cryptographic notiahdoes not exist in an in-
distinguishable way in the ideal system. Hence, althoughmilleessentially prove
below that symbolic secrecy implies cryptographic sectfiecythis Dolev-Yao-style
library and its implementation, this is clearly not a direonsequence of the known
as-secure-as relation.

A second class of related results in this line of work are proppreservation
theorems. So far, they have been proven for integrity, &ssn liveness, and non-
interference [22-27]. All these theorems are general fembtion of reactive simu-
latability and build on the indistinguishability of uselews. Thus when specialized to
the Dolev-Yao-style cryptographic library, they cannalglithe desired type of results
as we just saw. In fact, only non-interference is a kind ofeeg property, and it is
formulated as the flow of information from one user port tothrg irrespective of
adversary views.

A third class of related results are protocol proofs aboeectlyptographic library.
Based on the specific Dolev-Yao model whose soundness wasrpimmthese papers,
several well-known security protocols were proved in a cotafionally sound manner
[28-33]. Moreover, tailored tool support for this libraras/subsequently added [34,
35].

There is furthermore work on equivalence-based notionsofegy, first for re-
lating symbolic and cryptographic secrecy under passiaekd [12-14] and subse-
quently extended to active attacks in [36]. In contrast &alitional knowledge- set-
based notions of secrecy, the notion of equivalence-basedey takes loss of partial
information into account but the respective works do notstered general reactive
frameworks in the sense of arbitrary surrounding protoaald do not address a con-
nection to the remaining primitives of the Dolev-Yao mode€&inally, a much more
narrow result (in terms of possible protocols and presepregerties) about an ideal
and real cryptographic library, but with a slightly simpteal implementation, is given
in [37]. The property preserved here is explicitly only mt¢y. An extension of this
work considering the secrecy of exchanged keys has beenggdgoncurrently to our
work in [38] yet with a currently incomplete proof. It consid a similarly restrictive
class of protocols; in particular, the considered languattprs public-key encryption
as the only cryptographic operation. Moreover, once a keylwen exchanged the
bitstring of the key becomes known, hence protocols usiisgdy cannot be analyzed
in a symbolic manner but their proofs have to be conductetimihe underlying cryp-
tographic framework.

Hence there is still no theorem that symbolic secrecy pt@sedefined via adver-
sary knowledge sets for a Dolev-Yao-style cryptographiicaliy imply cryptographic
secrecy of the corresponding real terms. We will providénsutheorem in this paper.

1.2 Overview of Our Results

The nicest possible theorem in our line of work would be tlatthe real and ideal
Dolev-Yao-style cryptographic library from [16, 18, 19],&rms that are symbolically
secret are also cryptographically secret. However, sudhoag statement does not
hold (and we believe that this has nothing to do with the sjpsadf this cryptographic



library). First, in many situations, symbolic secrecy dnesexclude that partial infor-
mation about a cryptographic object has become known. $ljgite natural given that
knowledge-set-based symbolic secrecy traditionally stayes that the adversary does
not have arentireterm in its knowledge sétOne example is that a public key contains
partial information about a secret key, i.e., given the jmukéy, everyone can distin-
guish the real secret key from a random one, for example bgataig that signatures
made with the secret key are valid with respect to the pulaic &nd similarly for en-
cryptions (the distinction for encryption keys is even ea#ithe generation algorithm
derives the public key from the secret key alone). The seexadhple is that sym-
metric authentications and encryptions provide partidrimation about a symmetric
secret key, at least if one also has partial information abimimessage encrypted or
authenticated. Nevertheless, symbolic secrecy nevesifitssa secret key as known
to the adversary just because the corresponding public kegreesponding symmet-
ric encryptions and authentications are known to the advgrdA third and different
example is that a payload, i.e., a bitstring-message impatgrotocol by a user, may
become known or partially known to the adversary by diretgriction with users
(e.g., a chosen-message attack) or by a user reusing th&ageesr a statistically re-
lated message in another protocol run. Direct interactafnsrotocol users and the
adversary are typically excluded in symbolic models, anisgbe reuse of a secret
message in other protocol runs. In a general cryptograglaictive setting, however,
this is not excluded a priori. For all these reasons our #raghave to be more specific
in that we need more stringent symbolic preconditions thay requiring absence of
aterm in a knowledge set.

The problems just described are quite different for paydceatt for the secrecy of
objects generated within the cryptographic library. Hemweegorove different theorems
for the secrecy of payloads and of cryptographic objectschvim this context means
the secret keys typically exchanged in key-exchange potgdoc

For payload secrecy, there is not even a general cryptographrecy definition
yet; definitions are specific to the protocols consideredcamdain an algorithm called
a message chooser [40] that selects one particular payldegéndent of all others and
not influenced by the adversary. This overcomes the descplmblems, but does not
easily generalize to arbitrary protocols and to realisticagions with message reuse
within a protocol run or across protocol runs, or where theeeshry has a priori in-
formation about the payload. We introduce an extension:a\kdnest users generate
payloads as they like, but replace the payloads with randistribgs of the same
length consistently between the user and the cryptogragtem under consideration
when they occur in certain secret payload positions, enga two-party secure chan-
nel with inputs(send, m) and outputgreceive, m), the selection functions for inputs
and outputs would both seleet, i.e., the second list element. The resulting definitions
are independent of the cryptographic library and give s& general payload secrecy
preservation theorem under reactive simulatability. ldithoh, we show that symbolic
secrecy in the sense of absence of a term in the adversanvddaige set implies the

2Recent work has also investigated more fine-grained notibkeowledge-set-based symbolic secrecy,
e.g., Blanchet [39] considers the notion of strong secrbay reflects that changes of the secret cannot be
detected by the adversary, and the ideal cryptographiarijd6] and the corresponding notions of symbolic
secrecy that we present in this paper allow leakage of ceatgditional information of terms.



payload secrecy in this sense for the ideal cryptograpbiaty and consequently for
the real cryptographic library.

For the secrecy of secret keys, we essentially restricteteas to the typical situ-
ation directly after a key-exchange protocol for this keye Y&quire on the symbolic
side that no encryptions or authenticators with the excbdhkgy have yet been made,
or at least not become known to the adversary. Then we cardrgtew that the cryp-
tographic key is completely indistinguishable from a ramdkey, given the view of
the adversary. This is the typical key secrecy definitionrgptography. Although our
additional symbolic precondition excludes some key-ergegrotocols that would be
considered secure by knowledge set based symbolic mettimd® protocols are in
fact imperfect from a cryptographic point of view: A key-éwamge protocol in cryp-
tography should be sequentially composable with an arlifyeotocol using this key,
e.g., a secure channel. The arbitrary protocol will be piserure under the assump-
tion that it uses a fresh random key. Hence the key exchamgeqm must guarantee
that the resulting key can be used wherever a fresh randoroadeppe used. The only
way to guarantee this is by indistinguishability from a freandom key. Indeed, a key
that has already been used as an authenticator might ibgetid up in a protocol
where precisely this authentication can be used for a go#®col attack, thus de-
stroying the security of the protocol. Compared with meesagrecy, this key-secrecy
theorem is relatively easy to state—we simply need the ¢immdon keys to be not
only symbolically unknown to the adversary, but also syrdadly unused. However,
the proof is complex because we have to augment the enticé pfaehe given cryp-
tographic library with corresponding statements abouttsylin key handles and real
keys, in addition to the current statements aimed at prommygindistinguishability of
the user views.

We recently conducted a proof of key secrecy for the strearggtl Yahalom pro-
tocol as one of the most prominent key exchange protocolyzedhusing symbolic
techniques [41]. The proof shows symbolic key secrecy optiséocol when based on
the ideal cryptographic library and uses the results offihjer to derive cryptographic
key secrecy of the protocol based on the realization of tirady. This furthermore
serves as an exemplification that our results are applicalgeotocols commonly an-
alyzed in Dolev-Yao models.

2 Overview of the Underlying Dolev-Yao-Style Crypto-
graphic Library
In this section, we give an overview of the Dolev-Yao-stytgptographic library

from [16, 18, 19], for which we will prove relations betweeynsbolic and crypto-
graphic payload and key secrecy.

2.1 Terms, Handles, and Operations

As described in the introduction, a Dolev-Yao-style modbsiteacts from cryptographic
objects by terms of a term algebra. A specific aspect of thebgho-style model



in [16] is that participants operate on terms by local nameshy handling the terms
directly. This is necessary to give the abstract Dolev-¥ate model and its realiza-
tion the same interface, so that either one or the other cahugged into a protocol.
An identical interface is also an important preconditiontfee security notion of reac-
tive simulatability. One can see protocol descriptionsrdhies interface as low-level
symbolic representations as they exist in several othendveorks, and it should be
possible to compile higher-level descriptions into theitofeing the ideas first devel-
oped in [42]. The local names are calledndles and chosen as successive natural
numbers for simplicity and symbolic tractability.

Like all Dolev-Yao-style models when actually used for el modeling, e.g.,
using a special-purpose calculus or embedded in CSP ofqitag, the model in [16]
has state. An important use of state is to model which pggius already know which
terms. Here this is given by the handles, i.e., the advessknpwledge set is the set
of terms to which the adversary has a handle.

Another use of state is to remember different versions afisasf the same structure
for probabilistic operations such as nonce or key generatio[16], as probably first
in [6], the probabilism is abstracted from by counting,,iley assigning successive
natural numbers to terms, here globally over all types. Tridexof a term allows us
(not the participants) to refer to terms unambiguously.

The users can operate on terms in the expected ways, e.g.¢@iwmands to en-
or decrypt a message, to generate a key, or to in- or outpytlagthmessage. Further,
they can input that a term should be sent to another usereisymbolic representation
this only changes the knowledge sets, i.e., in this specifiepYao-style library it
means that the intended recipient and/or the adversarne(dipg on the security of
the chosen channel) obtains a handle to the term.

2.2 Notation

The symbol =" denotes deterministic and” probabilistic assignment, andX”
denotes the uniform random choice from a set. Let an alphgbe¢ given. The
length of a message is denoted a&n(m), and/ is an error element available as an
addition to the domains and ranges of all functions and #tlyos. The list operation
is denoted a$ := (z1,...,;), and the arguments are unambiguously retrievable as
I[i], with I[i]] = | if ¢ > j. A databaséD is a set of functions, called entries, each
over a finite domain called attributes. For an entrg D, the value at an attributett

is written z.att. For a predicatered involving attributes,D[pred] means the subset
of entries whose attributes fulfipred. If D[pred] contains only one element, the
same notation is used for this element. FinaNy;G L denotes the set of all negligible
functions, i.e.g: N — R>¢ € NEGL iff for all positive polynomials, 3koVEk > ko :
g(k) < 1/Q(k).

2.3 Details about the State Representation

The overall representation of a state of the Dolev-Yaoestybdel of [16] is a database
D of the existing terms with their type (top-level operat@jgument list, handles,
index, and lengths as database attributes. The length teddsecause encryption



cannot completely hide the length of messages. The noniaemguments of a term
are given by the indices of the respective subterm.

In detail, the database attributes/iofare defined as follows, whef denotes the
set of user indices.

e ind € INDS, called index, consecutively numbers all entriesin The set
INDS is isomorphic tdY; it is used to distinguish index arguments from others.
The index serves as a primary key attribute of the databasepne can write
Dii] for the selectiorD[ind = i].

e type € typeset defines the type of the entry. In particular, the tyfaea de-
notes payloadskse andska denote secret encryption and authentication keys,
pkse andpka corresponding public tags, amgimenc andaut denote symmetric
encryptions and authenticators. Other types will be intoesdi when first used.

e arg = (a1,az,...,a;) is a possibly empty list of arguments. Many valugs
are indices of other entries i and thus i V'DS. They are sometimes distin-
guished by a superscripind”.

e hnd, € HNDSU{|} foru € HU{a} are handles by which a user or adversary
u knows this entry. The valug means that: does not know this entry. The set
HNDS is yet another set isomorphic . Handles always get a superscript
“hnd”.

e len € Ny denotes the “length” of the entry.

An example is shown in Figure 1. The left side indicates théraation that has
happened so far, the sending of an authenticated list wighetement, a payloaah.
The database first contains the symmetric authenticatipioke/peska together with
a public key tag of typeka. (These tags are needed to deal with situations where
the adversary can distinguish whether several symmettieaticators or encryptions
have been made with the same key. Their abstract length iseditfy be) for technical
reasons which will not matter in the following.) In the exdmoth participants know
the secret key, i.e., have a handle to it, while honest ppatits never have handles to
the public key tags. Then the database contains the paylat@d the list, and the
authenticated message. The example assumes that thisgméssaarrived safely so
that P, has a handle to it, but has not yet been parsed by the recigiéiet parsing,
the list andn get handle8 and4 for P, respectively. Note that the handles are indeed
local names, i.e., different for the two participants.

2.4 The Real Cryptographic Library

In the real implementation of the cryptographic library tt6[18, 19], the central
database of all terms with handles (local names) for eachisseplaced by a dif-
ferent machine for each user This machine contains a databd3g with only three
main attributes: the handlend, for this user, the real cryptographic bitstringord,
and the typeype. The users can use exactly the same commands as to thelidag},li



P,— P aut ind type arg hnd, ... hnd len

1 pka () N% N% 0
list pka 2 ska (1) 1 1 128
| 3 data m 2 N2 1000
data 4 list  (3) 3 N 1032
| 5 aut  (4,1) 4 2 1200
m

Figure 1: Example of the database representation of terms

e.g., en- or decrypt a message etc. These commands now tregdieryptographic op-
erations. The operations essentially use standard cryggibgally secure primitives,
but with certain additional tagging, randomization etcné&eommands now trigger
the actual sending of bitstrings between machines andtbetadversary.

2.5 Overall Framework and Adversary Model

So far we described the ideal and real cryptographic librggrmally. We now give an
overview of the underlying system model and introduce soroeemotation for later
use. The underlying machine model is an asynchronous I@vaata model. Hence the
overall ideal Dolev-Yao-style library, with its databaBeis represented as a machine.
It is called trusted host. Actually there is one possibleted hostTHS} for every
subset of a set{1,...,n} of users, denoting the possible honest users. It has ports
in,, 7 for inputs from andut,, ! for outputs to each user € H and foru = a, denoting
the adversary. The use of ports for attaching different oblnto a machine and their
naming follows the CSP convention, e.g., the cryptograpbieary obtains messages
atin, ? that have been output by a user machinia gt _

Using the notation of [16], the ideal cryptographic Iibrds;asysterrﬁysj:}’i'd that
consists of severattructures({TH5;' }, S3;7), one for each value off. Each structure
consists of a set of machines, here only containing the madti;;’, and a set;;” :=
{in,?,0ut,! | u € H} denoting those ports oFH3) that the honest users connect
to. The setS;” is calledservice portsor informally the user interface. Formally,
the system iSS'ysf{?’L"d = {{THZ'},S57) | H € {1,...,n}}, whereL denotes a
tuple of length functions needed to compute the “length’hef &bstract terms in the
database. The parameterand L will not matter any further and are hence omitted in
the following.

In the real implementation of the cryptographic librarg #ame interface is served
by a setMﬁy = {MSY | v € H} of real cryptographic machines. The corresponding
system is calledsys$ 4% so = {(M5,S5) | H C {1,...,n}}, where€, S, A,
andS¢€ denote the cryptographic schemes used for asymmetric gtimny signatures,
symmetric authentication, and symmetric encryption,eetipely.



2.6 Configurations, Runs, and Views

When considering the security of a struct(é, S), an arbitrary probabilistic machine
H is connected to the user interface to represent all usetlsammarbitrary maching

is connected to the remaining free ports (typically the mek)and toH to represent
the adversary. In polynomial-time security prodfisandA are polynomial-time. The
resulting tupIe(M, S,H,A) is called aconfiguration and the set of all configurations
of a systemSys is calledConf(Sys). A configuration is runnable, i.e., for each value
k of a security parameter one gets a well-defined probabpiacs ofruns. Theview

of a machine in a run is the restriction to all in- and outpbts thachine sees and its
internal states. Formally, the possible rung:..,s in a configurationconf and the
View view cons (M) of a machineM in conf are afamily of random variablewith one
element for each security parameter valueThe notation: € run.,s abbreviates
thatr is a possible run ofonf, i.e., it belongs to the carrier set of an a random variable
IN TUN conf -

2.7 Reactive Simulatability

The security proof of [16] states that the real libranatdeast as secure abe ideal
library. This is captured using the notionrefctive simulatabilitywhich is the crypto-
graphic notion of secure implementation. For reactiveesyst it means that whatever
might happen to an honest user in a (typically real) sys$gs) can also happen in
a (typically more ideal) systemiys, given as a specification: For every us¢rand
every real structure and real adversary this user may ictteiitgh, there exists a corre-
sponding ideal structure and ideal adversary such that¢weof H is computationally
indistinguishable in the two configurations. This is ilkaded in Figure 2. Indistin-
guishability is a well-known cryptographic notion from [43

Definition 2.1 (Computational Indistinguishability)Two families (vary)ren and
(var},)ken Of random variables on common domaibsm;, arecomputationally in-
distinguishablg"“~") iff for every algorithmD (the distinguisher) that is probabilistic
polynomial-time in its first input,

|P(D(1%,vary) = 1) — P(D(1%,var},) = 1)| € NEGL,
(as a function of). &

Intuitively, given the security parameter and an elemeonseh according to eitheary
or vary,, the distinguisheb tries to guess which distribution the element came from.

Definition 2.2 (Reactive Simulatability)For two systemsSys; and Sys,, one says
Sys; Zsec SYs, (at least as secure asff for every polynomial-time configuration
conf, = (My,S,H,A;) € Conf(Sys,), there exists a polynomial-time configuration
confy = (Mo, S,H,Az) € Conf(Sys,) (with the sameH) such thawiew cony, (H) ~
view cont, (H). The relation>.. is also callecsimulatability. Universalsimulatability,
written >!"" means thaf, does not depend dt (only on/;, S, andA; ), andblack-

—sec ?

boxsimulatability that\, consists of a simulatdim that depends only ofi/;, S) and
usesA; as a blackbox submachine. O
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Figure 2: Simulatability example: The two viewsldfmust be indistinguishable

Clearly, black-box simulatability implies universal sitatability; the cryptographic
library has been proven with blackbox simulatability. Asestial feature of this defi-
nition of simulatability is a composition theorem [44, 4&hich roughly says that one
can design and prove a larger system based on the ideal sygtgnand then securely
replaceSys, by the real systenyys;.

3 Secrecy of Payload Messages

Since we work in a reactive environment and since we quaoitBr all users, we
cannot simply define the secrecy of payloads by demandinghte@adversary does not
learn them at all since the users themselves might send l@rpagloads. Thus we
have to capture that the adversary does not learn any infanrmabout the payloads
from the systenE.g., even a secure channel would clearly not offer sedretye strict
sense that the adversary does not learn the transmittedguisyat all, since the honest
sender or recipient might send the same payloads to thesatyeiVe therefore have
to separate information that leaks by user behavior fromrinétion that leaks in the
system. We first present a general cryptographic definitiahdaptures this separation.
We then prove that this type of payload secrecy is preseryédssecure as”. Finally,
we define a symbolic payload secrecy notion for protocols twe ideal Dolev-Yao-
style cryptographic library that also comprises this safian, and we prove that this
symbolic payload secrecy implies cryptographic payloadessy for the protocol using
the real cryptographic library.

3.1 General Cryptographic Message Secrecy

To capture the separation between information leakage bgtagol and information
leakage by the users in a reactive framework, we define acemplant machin®& that
replaces message parts that are supposed to be secret bynrands at the system
interface. If the system leaks no information about thesssage parts, then this re-
placement will not be distinguishable, no matter what infation the honest users leak
about the real messages. The replacement must be donetentigifor different in-
and outputs that should represent the same message; hehegeveelection functions
for these message parts both in inputs and in outputs. Ftamice, for a two-party
secure channel with inpufsend, m) and outputgreceive, m), the selection functions

10



for inputs and outputs would both selent i.e., the second list element. On input a
command containing a selected payloadthe replacement machine replacesy
a random payload of the same length, stores the tugdte,n) in a setT" called a
replacement table, and outputs the command with the repjsa@eameters. To ensure
indistinguishable behavior to the users, the replacemethime further uses table-
lookup in T' to transform messages received from the network back o dniginal
form.

We start the formal definitions by defining suitable seletfimctions.

Definition 3.1 (Payload Selection Functio®) payload selection functiois a function
that assigns every stririga potentially empty set of non-overlapping substrings &f

We now formally introduce the replacement machine. Thecfielefunctions of secret
input and output parts are callgdandg. In order to wrap a structure with service
ports S by a replacement machine, we give the replacement machése ghorts so
that the overall user interface remains unchanged, seed-8jland we use a consis-
tently renamed version of the port set to link the replaceémethine and the original
machines. The complement of a port set, i.e., the ports theexing machines need,
is denoted bys©.

Definition 3.2 (Replacement Machind)et a port setS and payload selection func-
tions f, g be given. LetL: N — N U {oo} be arbitrary. Theeplacement machine
Rs,f.g, fOr S, f, g, andL is defined as follows: It has the port sgtand a renamed
version S’ of S€. It has an initially empty sefl” called replacement table and the
following transition rules:

e On input a messageat a port inS, let {m,...,m,} := f(I). Replace every
payloadm; for which there exists exactly ong with (m;,n;) € T by n; inl.
For the remaining payloads; setn; < {0,1}'"™)\ {n | Im : (m,n) € T},
T := T U{(m;,n;)}, and replacen; by n, in [. Output the resulting string
to the underlying system at the corresponding port.

e On input a messageat a port inS’, let {n,...,n;} := g(I). Replace every
payloadn; for which there exists exactly one; with (m;,n;) € T by m; in .
Output the resulting string to the honest user at the corresponding port.

We further define theR g 7 1, accepts.(k) inputs at each port iy U S’ with & being
the security parameter and that it reads the fifgt) bits of each input. &

It is easily provable thaRg ¢ 4.1 is polynomial-time if L is polynomially bounded
since only a polynomial number of inputs of polynomial leémgte processed, hence
only a polynomial number of entries is createdinand the selection of payloads

is therefore easy to achieve in polynomial time. Moreoves, clear by definition that
for everyn there exists at most one such tha{m, n) € T, and vice versa.

Reactive payload secrecy for an arbitrary system is nowucagtby requiring that
no user can distinguish whether it is interacting with arnteay adversary, the sys-
tem and a replacement machine, or with the same adversargystem and a machine
F that simply forwards messages between the user and thersysteout modifying
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H H
S -~ R S -~ 1~
Rs/os A Fo, A
S = R S - 1~
conf conf”’

Figure 3: Sketch of the definition of reactive payload segrébe view ofH should be
indistinguishable in both configurations.

them. This is illustrated in Figure 3. The forwarding maehia solely included to
achieve identical runtimes in both configurations, i.e.sershould not be able to dis-
tinguish both configurations since the replacement mashigeches its runtime bound
while the can continue interacting with the system in theepttonfiguration. We first
formally introduce the forwarding machine and then givedkénition of payload se-
crecy formally.

Definition 3.3 (Forwarding Machine).et a port setS and a functior.: N — NU{co}
be given. Thdorwarding maching-g ;, for S andL is defined as follows: It has the
port setS and a renamed versidgif of S¢. On input a messadeat a port inS or ’, it
forwards! to the corresponding port ifi’ or S, respectivelyF s ;, acceptd.(k) inputs
at each portins U S’ with k being the security parameter and reads the fif&f) bits
of each input. &

Definition 3.4 (Reactive Payload Secreciet a systemSys, be given. Letf and
g be mappings from the sdtS | 3(M,S) € Sys} to the set of payload selection
functions. We writefs andgs instead off (S) andg(.S) in the following. Let(M, S) €
Sys be arbitrary and Ie(]\?[’, S’) be the structure where the port names of port§ in
are consistently replaced on the machinésas for the port sef’ in Rs, f, 45,1, S€€
Figure 3. Then we say th#te payload messages selectedfpyandggs are

e perfectly secretiriM, S), written(M, S) = [fs, gs](M, S), iff for all functions
L: N — NU {oo} and for all configurationsonf = (M’ U {Rg s gs.1.}, S,
H,A) andconf’ = (M’ U {Fg..},8,H,A) (i.e., with the same usét and ad-
versaryA), we haveview cons (H) = view copp (H).

e computationally secret i, S), written (M, S) ~ [fs,gs|(M,S), iff the
above holds for all polynomially bounded functiohs polynomial-time users
H, polynomial-time adversaries, and with equality of views replaced by indis-
tinguishability of views.

12



We say thathe payload messages selectedftand g are perfectly respectively com-
putationally secret inSys, written Sys = [f, g]Sys respectivelySys ~ [f, g]Sys,
itf (M,S) = [fs,gs](M,S) respectively(M,S) ~ [fs,gs|(M,S) holds for all
(M, 8) € Sys.

&

Clearly, perfect secrecy of payloads implies computatisearecy. The most natural
system that one expects to satisfy this definition is a secha@nel. Indeed it can
easily be shown that the secure channel presented withinirmderlying framework
in [44] satisfies this notion with respect to the followindesgtion functionsfs andgg
for a considered structurel/, S): Upon receiving an incoming messagend, m, v)
from an honest user, the functigiy selects the message if v is honest (which is
uniquely determined by is fixed since the secure channel is based on a static cor-
ruption model), and it selects nothingufis dishonest. Similarly, upon receiving a
messagéreceived, m, u) from the channel, the functiogs selectsm if u is honest,
and it selects nothing otherwise. A formal proof would bedted best by proving
this for the ideal abstraction of secure channels presaenidd] and by then applying
the payload secrecy preservation theorem that we pres&#dtion 3.2 to carry the
result over to the cryptographic realization of the secianel.

3.2 Payload Secrecy Preservation under Simulatability

We now show that if a systerfiys, is as secure as a systeffys, in the sense of
universal simulatability, then secrecy of payloads selgdty f andg in Sys, implies
the secrecy of the same payloadsSys,. This is a basis for proving payload secrecy
for ideal systems and deriving it automatically for corrasging real systems. It will
be further refined specifically for symbolic techniques toversecrecy of payloads.

Theorem 3.1 (General Preservation Theorem for Payload Secré@t)systemsSys,,
Sys, and mappingsf> and g, from {S | 3(Ms, S) € Sys,} to the set of payload
selection functions be given. We wrig; andgs instead off2(S) andg2(S). Let
Sys; >Univ Sys,. Let f; andg; denote the restriction of the domain f and g, to

the set{ S | I(M,, S) € Sys, AI(Ma, S) € Sys,}. ThenSys, = [fa, g2] Sys, implies
Sysy ~ [f1, 91]5ys: - g

proof 1 Let (M;,S) € Sys, denote a structure. Because 8fs, > Sys,, there
exists a structurQMg, S) € Sys, with the same set of service ports, herfgec f;
andgs € g;. LetL be a polynomially bounded function. Let furth@i/, S’) be the
structure where the port names of portsdrare consistently replaced on the machines
as for the port seb” in Ry ¢4 g5, 1.-

Let conf, = (M{ U {Rs.ts.45..},S,H,A;) for an arbitrary polynomial-time user
H and an arbitrary polynomial-time adversady, and letconf| = (M} U{Fs.1}, S,
H, A1) for the sameHd andA;. We have to show thatiew cons, (H) & view cong; (H).
The proof is conducted in three steps, which are illustrémeigure 4.

1. First, we combine the usétand the replacement machiRg s, 4.1 Yielding a
new machinél#. Combination off with the forwarding machinEg ;, similarly
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yields a machinét*. SinceH is polynomial-time by assumption and sirfger,
and R, f, 45, are polynomial-time becausg is polynomially bounded;i#
andH* constitute valid polynomial-time users for interactingiwihe structure
(M, S"). Moreover, there exists a combination lemma in the undeglynodel
stating that the view of a machine before the combinatiodasiical to the view
of the same machine considered as a submachine of the cafmhashine. This
yields

View cony, (H) = VIEW (H)

and
VIeW cong” (H) = VieW conf s (H),

whereconf? = (M], S',H# A,), conf; = (M/,S’,H*,A,), and the views of
Hin conﬁ‘7£ andconf] are defined in the aforementioned sense as a well-defined
function on the view dfi# andH*, respectively.

Now Sys, >V Sys, implies that there exist configurationsnf? =
(My, S',H# Ay) and conf; = (Mj,S’,H*, A}) such thatview ., .+ (H#) ~
Ui@wconff("'#) and view consr (H*) & view consz (H*). Universal simulatabil-
ity further implies that bothA, and A}, may only depend on the machines of
the structure and on the adversary éanf, and conf’, respectively. Since the
machinesl\?.fl’ of the structure and the adversafy are identical in both config-
urations, we obtaim\, = A),. Projecting the view oH# andH* to the view of
its submachinél in the considered four configurations then yields

viewconffe(H) ~ viewconfje(H)
and
View congx (H) = view consz (H),

where we have exploited that applying a function (here tlogeption) to fam-
ilies of indistinguishable random variables yields faedliof indistinguishable
random variables again. Finally, the combination lemmaddge

VIEW (H) = view cons, (H)

and
view consy (H) = view conf’, (H),

whereconf, = (Mj U {Rs. fs.95.1.}, S, H, A2) and confy, = (M3 U {Fs..}, S,
H, Ao).

. Now by assumption, we hawys, =~ [f2,g2]Sys,, hence in particular
(My, S) = [fs,95](Ms, S) for the structure(M,, S) € Sys, that satisfies that
replacing the port names of ports fas for the port sef” in Rg ¢, 45,z Yields
the machineﬁ?fz’. Then the definition of payload secrecy applied to the configu
rations conf , and confs, in particular implies

view cong, (H) & view cons; (H).
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Note thatconf, and conf’, are valid choices with respect to the definition of
messages secrecy, since universal simulatability impliatithe adversaries in
both configurations are identical.

3. Finally, we exploit the transitivity ok applied to the view oH in all eight
configurations, which yieldsiew cons, (H) ~ view conp; (H). This finishes the
proof.

The preservation theorem constitutes a powerful tool fgonausly showing the se-
crecy of specific payloads in arbitrary reactive systemethas simple, usually even
deterministic abstractions. Specifically for protocol®iothe ideal Dolev-Yao-style
cryptographic library we can go even further and link theptographic secrecy notion
to the original idea of using symbolic techniques to essdittihe secrecy of payloads.

3.3 Symbolic Payload Secrecy and its Cryptographic Implicaons

For Dolev-Yao models, the original notion of the symbolicreey of a payload mes-
sage is that the adversary does not get this payload intod®ledge set, i.e., in the
current setting, that it does not get a handle to this paylddds is captured by the
following definition, which considers a protocol that runstop of the cryptographic
library, corresponding to the usual scenario for symbairecy analysis. The proto-
col is represented by a systeslys; typically such a system allows many interleaved
executions of one or more protocols in the narrow sense. ifimion is illustrated in
Figure 5 with an arbitrary protocol uselrand an arbitrary adversady

Definition 3.5 (Symbolic Payload Secrecy in Protocolgpt a systemSys =
{(Myy, Sy U S;'yc) | H C {1,...,n}} be given, i.e., a system that can use the cryp-
tographic librarySys<¥-, and where the free ports dffy, i.e., the ports that are
connected to other machines, dfg U S;jyc for all H. We assume further that the
states of the machines isys are given by individual variables and their state transi-
tions by programs over these variables, so that we can sgeaktatic information-
flow analysis. Moreover, let mappingsandg be given as in Definition 3.4 fafys.

Let Sys©m™>¢ .= {(My U{THS}, S%) | % C {1,...,n}} denote the composition of
Sys andSys<"®. Assume that the following holds, wheFedenotes the cryptographic
term database:

e Within My, static information flow from any input, at Sy, selected byfs,,
only takes place by propagationwfitself.

e If M;, passes such a value (i.e., one that arose from information flow as in the
cry

previous item) tol H7”, then only as the argument of a commandte.

e If My passes such a valueto Sy, then only as a message part selectegdy,
and vice versa, i.eqgs,, only selects such values for replacement.

e A term DJi] resulting from such a commantbre(m) never gets an adversary
handle, i.e.D[i].hnd, = |.
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Then we say thahe payloads selected Hyandg are symbolically secret ifys<°™>.
&

The condition thatdf;, has no free ports except those connected to its user or the
cryptographic library means that the protocol does not canipate with the adversary
except via the send commands of the cryptographic librazy,by the Dolev-Yao-style
model.

Note that the notion of symbolic payload secrecy does nottami any relationship
to complexity theory and should hence be in the scope ofiegisbrmal proof tools.
We now show that symbolic payload secrecy is sufficient fofgut payload secrecy.
By exploiting Theorem 3.1, we subsequently derive a corplthat links symbolic
secrecy to the cryptographic secrecy of the same protodbl avreal cryptographic
implementation.

Theorem 3.2 (Symbolic and Perfect Payload Secrecy in Protochks) systemsSys
and Sys™P4 and mappingg’ and g be given as in Definition 3.5. If the payloads
selected byf andg are symbolically secret isys©™, they are perfectly secret in
Syscomb,id. 0

proof 2 (Theorem 3.2.) With the notation of Definition 3.4, (&1}, U {THZ'}, 535
for every{ denote the structure where the port names of port$jnare consis-
tently replaced on the machines M, as for the port setsy, in Rs,,, fs,, .gs,, .1+ L€
conf = (Mj, U {THS, Ry, fs,,.05,, L 1+ S, H, A) for a setH and an arbitrary user
H and adversary, and letconf’ = (M}, U {THSY,Fs,, .}, Su, H,A), i.e., we have
a configuration of the protocol over the ideal cryptograplicary with and without
payload replacement. We have to show that the viewsas€ equal in the two config-
urations. The proof is by induction over the steps of the rilie show the following
stronger invariants, wheré denotes the state of the databaseTof; in conf and
D' that in conf’:

1. The joint view oH andA is identical inconf and conf’.

2. If D[i].type # data or D[i].arg[1] #nforalln € {n|3Im : (m,n) € T}, then
D[i] = D'[i].

3. If D[i].type = data and there existém,n) € T such thatD[i].arg[1] = n, then
Dli] = D'[i] except thatD'[i].arg[1] = m.

4. If the values andv’ of a variable of]\?[;{ are different inconf and conf’, then
v =nandv’ = m forapair (m,n) € T.

To prove this, we consider an arbitrary prefix of a run in eaohfiguration where the
invariants are fulfilled, and an arbitrary next step in botandigurations. By a step
we typically mean a machine transition, except that we amrsindividual program
execution steps withim?[;{. For simplicity, we assume that an input 1%7’{ is first
stored in a variable and outputs M;{ come directly from a variable.

o A message betwedhandA clearly retains the invariants.
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So does an input fro to Rs,, 7, g5, .2 OF Fs,, 1, but it may lead to differ-
ent outputsn from Rs,, ro. g, .. @ndm from Fg, , for the next step, where
(m,n) e T.

Such different inputs froms,, 1, g5, . OF Fs,,.1 tO M}, may lead to different

variable values inlZj,, but this difference does not invalidate Invariant 4. Equal
inputs clearly retain the invariants.

Steps withirM;{ retain Invariant 4; in particular the program execution rains
synchronized betweetvnf and conf’ because no information flow except by
assignments is allowed from the unequal variables.

Inputs from]\?fq’{ to the cryptographic library can only differ in argumentstbé
commandtore by a precondition; then a payloadis stored inconf andm in
conf’ with (m,n) € T. Hence Invariant 3 is maintained.

Outputs from the cryptographic library to the adversaxycan only differ if a
corresponding input command operates on an entry of dgpe and makes an
output toA. This is only the case for a commaradrieve input byA. However, a
differing entry has a value in conf andm in conf’ with (m,n) € T by Invari-
ants 2 and 3. Such an entry ianf has no adversary handle by a precondition,
and by Invariant 3 also not ironf’. Hence no such output can happen, and
Invariant 1 is retained.

An output from the cryptographic library tﬂif;{ can only differ if it is the result
of a commandetrieve on differing data. By similar arguments as in the previous
cases, Invariant 4 is retained.

If an output value frorm?[;{ is 010 Ry, £, .gs,,.L 1N conf ando’ to Fg,, 1 in
conf’, thenFg,, 1, forwardso’. We want to show that so doRs,, f, .gs,, .L- BY
a preconditioro and o’ differ at most in fields selected by the functigy,, and
the field value is then in o andm in o’ with (m, n) € T'. HenceRg,, r.. g5, .L
replaces these fields by, making them equal to the corresponding fields’in
Conversely, every field efthat is selected byg,, is such a value: that arose
by direct assignment of a valuefrom the replacement tabl€, and thus the
corresponding value ironf’ is m, so that the replacement is correct.

Outputs fromRs,,, rs, .gs,,,2 OF Fs,,,. to H are always equal, as we just saw,
and thus retain Invariant 1.

Putting everything together, we have shown thatv .o,s (H) = view co,s (H). Hence
the payload messages selectedfby andgg,, are perfectly secret.

The complexity of the symbolic information-flow analysisdemnlying symbolic pay-
load secrecy depends on the protocol language. Some singpldevel protocol ex-
pressions do not allow any information flow on payload messaxcept by direct
assignments := y, in particular the classical arrow notation without braingh Then
the first condition is fulfilled for all protocols expressexthis language, and typically
so is the second condition because of typing. Other languagg allow branches and
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thus indirect information flow, but still no direct operagam payload messages. Com-
bining such an information-flow analysis with an analysistef knowledge sets of a
Dolev-Yao model (here represented by the possible adwehsardles) that can arise
by executing the protocol, is a standard problem addressegrbolic proof tools for
cryptographic protocols.

Combining the results of Theorem 3.2, Theorem 3.1, and ttteHat the real cryp-
tographic library is as secure as the ideal one [16, 18, ¥ githe following corollary,
which links symbolic secrecy to the cryptographic secrddp@ same protocol with a
real cryptographic implementation. This shows that synehmhyload secrecy is suf-
ficient for cryptographic payload secrecy provided thatdpgtemSys is polynomial-
time. The polynomial runtime of the system can either be shbwhand or within a
specific calculus that allows for reasoning about probsiilpolynomial time, e.g., the
one of [46]. In contrast to Theorem 3.2 we furthermore do m&ichseparate mappings
f1 and f5 respectivelyy; andg. since there is a one-to-one correspondence between
structures of the ideal and the real cryptographic library.

Corollary 3.1 With the notation of Definition 3.5, let the payload messagéscted by

f andg be symbolically secret ifys<™ and letSys be polynomial-time. Then the
payloads selected bfyand g are computationally secret in the systesps<om>re? .=
{(My U MY, S%) | H C {1,...,n}} whereM;,¥ denotes the set of machines of the
real cryptographic library for a set. =]

4 Key Secrecy

In this section, we investigate the relationship of the segiof symmetric keys in the
symbolic and the cryptographic approach. We define symtk@jcsecrecy for the
ideal Dolev-Yao-style cryptographic library and cryptaghic key secrecy for the real
library, and we show that symbolic key secrecy implies avgpaphic secrecy of the
corresponding keys.

The symbolic secrecy definition is based on the typical motiat a term is not
an element of the adversary’s knowledge set. Recall théigmgiven Dolev-Yao-style
library, the adversary’s knowledge set is the set of all haga entries (representing
terms) to which the adversary has a handle. However, asiegglan the introduction,
we cannot hope to show the strong notion of cryptographicdesyecy, i.e., that the
real cryptographic adversary cannot distinguish a reafiay a fresh random key, for
all keys without an adversary handle, but only for keys thataso unused, i.e., no
corresponding encryption or authenticator has an adyehsardle.

Furthermore, we have to be careful with the notion of comesience between
ideal and real keys for the secrecy preservation theorenmgir@Hy, runs of either the
ideal system or the real system are defined separately, aatdkey correspondence
exists only in the simulatability proof. We start by usingstborrespondence. Then
we define a more abstract correspondence notion withouterefe to the proof by
characterizing the keys to be secret as a function of theviser which exists in each
system and should be indistinguishable between them.

18



4.1 Symbolic and Cryptographic Key Secrecy

As a first step towards defining symbolic key secrecy, we cansbne state of the
ideal Dolev-Yao-style library and define that a handle potota symmetric key, that
the key is symbolically unknown to the adversary, and thaag not been used for
encryption or authentication. These are the symbolic ¢ under which we can
hope to prove that the corresponding real key is indistisigaidle from a fresh random
key for the adversary. Note that such a key may have beertr@gathe ways usual in
key exchange protocols, e.g., an honest user may have oo i@ ilist, encrypted the
list, and sent it to another honest user.

For the third condition in the following definition, note thide arguments of a
symmetric authenticator and a symmetric encryption witleyadf an honest user are
of the form(l, pk) wherel is the plaintext index angk the index of the public tag of
the secret key, withhk = sk — 1 for the secret key index.

Definition 4.1 (Symbolically Secret Keyset # C {1,...,n}, a database stat®

of TH3Y, and a pair(u, (™) € H x HN'DS of a user and a handle be given. Let
i := D[hnd, = I"™4].ind be the corresponding database index. We say thaethe
under(u, 1)

e is a symmetric keiff D[i].type € {ska, skse}.

e is symbolically unknown to the adversagr shortsymbolically unknowniff
Dli].hnd, = |.

e has not been used for encryption/authenticationshortis unused iff for all
indicesj € N we have

Dlj]-type € {aut,symenc} = D[j].arg[2] #i— 1.

e is a symbolically secret kaff it has the three previous properties.
&

Essentially we want to show that symbolically secret keysaso cryptographically
secret. However, the only direct correspondence betweempariicular symbolic key
and one particular real key exists in a so-called combinstegy within the proof of
the cryptographic library. Hence we will establish both asel per-key relation for
the combined system (Lemma 4.1) and a more abstract theti@nednsiders each
of the real and ideal systems as a whole (Theorem 4.1). Fdattee, we introduce a
functionseckeys based on the user view that indicates the keys that the usesger
secret. We show that if this consideration is always coriretite ideal system in the
symbolic sense, then it is also always correct in the redksysn the cryptographic
sense. In practical situations, such a functieckeys might denote “the second key
that was exchanged between userandv”, or “all keys that were the results of a
successful key-exchange proto&o{”. In particular, the latter type of functicseckeys

is the symbolical formulation of secrecy goals on key exdeaprotocols. Formally,
the functiorseckeys maps the user view to a set of triplgs ["", ¢) of a user, a handle,
and a type, pointing to the supposedly secret keys.
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Definition 4.2 (Secret-key Belief Functio® secret-key belief functiofor a set
(intuitively the indices of honest participants) is a fuoaotseckeys with domain>*
and rangéH x HNDS x {ska, skse})*. &

We first define symbolic key secrecy for such a function. Initaaito the conditions
for individual keys, we require that all elements point tiietient terms, so that we can
expect the corresponding list of cryptographic keys to ey random.

Definition 4.3 (Symbolic Key Secrecy for the Ideal Cryptographic Librdrg} a user
H, a structurg({THS'}, S5Y) of the cryptographic librarsys<-'¢ and a secret-key
belief functionseckeys for  be given. We say that the cryptographic library with
this userkeeps the keys seckeys strictly symbolically secréiff for all configurations
conf = ({TH3'}, S;7,H, A) of this structure, every € view .ons(H), and every
element(u;, "9, ¢;) of the listseckeys(v), the term unde(u;, ') is a symbolically
secret key of type;, andD[hnd.,, = [j"].ind # D[hnd,; = 1""].ind for all i # j.

&

This definition lends itself to automated proof tools beeaitds entirely symbolic
and belongs to the typical class of secrecy properties prauith such tools. The
typical formulation is that no ideal adversary can obtairtaie designated terms into
its symbolic knowledge set. In the given model, the knowkesegts are defined by the
possession of handles to terms.

We define cryptographic key secrecy similar to cryptograglgifinitions for key-
exchange protocols: We demand that no polynomial-timeradwe can distinguish the
keys designated by the functiegckeys from fresh keys. This is illustrated in Figure 6.

Definition 4.4 (Cryptographic Key Secrecy for the Real Cryptographic aiyj Let
a polynomial-time configurationonf = (M,jy, S5, H,A) of the real cryptographic
library Sysg?gtj[ se and a secret-key belief functiaackeys for A be given. Leggena
andgenge denote the key generation algorithms.éfand S€, respectively. We say
that this configuratiorkeeps the keys iseckeys cryptographically secretff for all
probabilistic-polynomial time algorithmisis (the distinguisher), we have

|Pr[DiS(1ka va, keysreal) = 1]
—  Pr[Dis(1*, va, keysfresn) = 1] € NEGL
(as a function of the security parametgywhere the used random variables are defined

as follows: Forr € runcons, let va := view cons(A)(r) be the view of the adversary,
let (ui, I ¢;)iz1,..n = seckeys(view .ons(H)(r)) be the user-handle-type triples

of presumably secret keys, and let the keysSibgs,cq; = (ski)i=1,...n With sk; =
D, [hnd,, = I'"Y).word if D,,[hnd,, = ['"].type = t; andsk; := ¢ otherwise, and
keysfresn = (sk])i=1,....n With

sk« gena(1F)if t; = ska,

skl < gensg(1%)if t; = skse,

andsk! < e otherwise. <&
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4.2 Preservation of Key Secrecy

We can now state our main key-secrecy theorem: If for cettamest user$l and

a secret-key belief functioseckeys, the ideal cryptographic library keeps the keys in
seckeys symbolically secret, then every configurationtbfvith the real cryptographic
library keeps the keys iseckeys cryptographically secret.

Theorem 4.1 (Symbolic Key Secrecy Implies Cryptographic Key Secré@t) a
polynomial-time honest usét of a structurg{TH5}' }, S7,*) of the ideal cryptographic
library Sys<™¥ and a secret-key belief functiaackeys for % be given such that the
cryptographic library with this user keeps the keysséakeys strictly symbolically
secret. Then every polynomial-time configuratigwi;,”, S5;”, H, A) of the real cryp-
tographic IibrarySysg}g"j'ﬁ se (with the same use) keeps the keys igeckeys cryp-
tographically secret. ]

This theorem makes statements about adversary handlesahkeys, which only exist
in either the ideal or the real cryptographic library, redpely. Hence the theorem
cannot be proved solely as a consequence of the as-secrgkatis, in other words
reactive simulatability, between these two systems, sxeractive simulatability only
concerns the indistinguishability of the views of the hanesersH. We therefore
extend the simulatability proof from [16,18,19] to the dediproperty. The basic proof
structure is that a combined systéry) is defined that essentially contains all elements
of both the real and the ideal system. In particular, it cmista database structured like
D but with an additional attributeord for real bitstrings corresponding to the terms,
as they are generated by the simulator. A second combingensys, contains the
real bitstrings as generated by the real machines. An irapbirtvariant ofC, is word
secrecy, which states that no information flows from centairiables into others that
are or may later become known to the adversary. We use tteiall word-secrecy
lemma as a basis for our key secrecy proof.

Lemma 4.1 (Word Secrecy with Symmetric Keysgt H and A be machines such
that (M;”, S5, H,A) is a polynomial-time configuration of the real cryptographi
library Sysg}’éfjtsg. Then the following invariant holds in runs of the configura-
tion ({C,}, 55,7, H, A) except with negligible probability: Given a stafec; of the
database of the combined system, let thelagt Var of “public” variables contain

e allwordsDc;, [i].word with Dcs, [i].hnd, # |, i.e., the real messages where the
adversary has learned the corresponding term symbolically

o the state oA andH, and theTH3’-part of the state of3,,

e the secret keys of public-key schemes where the public key&rown to the
adversary, i.e., the wordSc; [i].word with Dcx, [i — 1].type € {pke, pks} and
D [i — 1].hnd, # |, and?

3These secret keys are included because information from flevs into the public keys, but they do
not get adversary handles when the public keys are published
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e the symmetric secret keys for which an encryption or autbatar is public,
i.e., the wordsDc:, [i].word where an indey exists withDc: [j].hnd, # | and
D, [j]-type € {aut,symenc} andDcs [5].arg[2] =i — 1.

Then no information from other variables has flown iftab_Var in the sense of
information flow in programming languages, i.e., staticgseam analysis. o

The full versions of [16, 18, 19] prove a slightly weaker versof the word secrecy
lemma as part of the overall proof of soundness. The versiomeiaker in that the
surrounding proof of soundness only required that no infdgirom might flow from a
certain subset of other variables into the Bet_Var instead of requiring the absence
of information flow from all such variables. However an insgpen of this proof shows
that the stronger variant as presented in Lemma 4.1 holtt®uticthanges in the exist-
ing proof.

Lemma 4.1 gives the tight correspondence of symbolic sgaed cryptographic
secrecy for individual keys that was mentioned in the inticidry sections. However,
such per-key considerations only work for informationettetic security; this is why
the lemma is formulated for the combined syst€in which contains some simulated
aspects instead of the combined systemwith the completely real bitstrings; fdry
we only show more abstract key secrecy similar to Definitigh #e., a nonce-secrecy
theorem.

Before actually proving Theorem 4.1, we give an overviewhefanderlying simu-
latability proof from [16, 18, 19] that we extend. Figure Yeg an overview of the orig-
inal proof. The top row shows the real configuration and tleaidonfiguration with
the simulator. The basic proof structure is that a combiystesnC4 (lower right in
Figure 7) is defined that essentially contains all elemeht®th the real and the ideal
system. In particular, it contains a database structukedlli but with an additional
attribute word for the real bitstrings corresponding to the terms. Themhitations
are proved betwee@, and the real machines, and betwd&en and the trusted host
with the simulator (Steps 5a and 5b of Figure 7). A bisimolathowever, cannot deal
with computational indistinguishability. Hence at the tmegng of the proof, the real
asymmetric encryptions are replaced by simulated ones ds im¢he simulator (there,
all ciphertexts where the plaintext is symbolically secaitain a fixed plaintext string
instead), using a low-level idealization of asymmetricrgption and the compaosition
theorem (Steps 1 and 2 of Figure 7). Symmetric encryptionage treated with such
a simple one-step replacement. The successive exchangal @incryptions for simu-
lated encryptions is therefore done by a so-called hybgdment (Step 4 in Figure 7)
that considers multiple indexed combined syst@ﬁ& each replacing the encryptions
with one key. The bisimulation mappings from the initial diml combined systems
to the real and ideal system, respectively, are called a#éoivs because they essentially
extract the relevant elements from the combined systentzamged.

An important invariant of the combined systes, is word secrecy, which states
that no information flows from certain variables into othibit are or may later become
known to the adversary. It was stated in Lemma 4.1. We are padyrto present the
proof of the key secrecy theorem.

proof 3 (Theorem 4.1.) We fix a polynomial-time useand a polynomial-time ad-

22



versaryA suitable for the real cryptographic library and thus for #tle configurations
shown in Figures 7 and 8. We assume that the ideal cryptogedjtinary keeps the
keys inseckeys strictly symbolically secret.

Symbolic secrecy in C;,. The derivation of the ideal system from the combined one, i.e
the bisimulationy in Figure 8, maps all state elements of the ideal system iickdht

By the bisimulation property this derivation is invariamtathe view oH equal in runs

of the ideal or combined system except on a negligible egtrrAs strict symbolic key
secrecy is defined in terms of state elements of the ide&lsyastd the view dl, it is
also fulfilled in the combined systef#, except with negligible probability(a function

of k), i.e., the terms designated kackeys are different secret keys of the correct types,
do not have adversary handles, and are unused.

Cryptographic secrecy in C5,; viaword secrecy. It follows immediately that, still it€,,
the word attributes of terms designateddaykeys are not in the sefPub_Var, except
with probabilitye. These words are exactly the random variakdgs. ..., if we define
this random variable for each combined systemshy:= D[hnd,, = ("].word if
D[hnd,, = I"9].type = t;, elsec. By word secrecy fo€%,, no static information flow
therefore takes place froreys,.q; into variables inPub_Var, and thus in particular
into the viewwva of A, except with probability.

We now fix a distinguishédis as in the definition of cryptographic key secrecy, i.e.,
it gets inputs(1*, va, keysyear) OF (1%, va, keyssresn ), Where the keys ikeyssres, are
by definition generated by the same algorithms as thogeys...;, but independently
of the system run. Total absence of information flow wouldyirtiat va contains no
Shannon information aboukys,..;, and thus the two distributions would be perfectly
indistinguishability. In reality, the distinguish&is may only have an advantage over
this situation in the runs in the error set, and thus its adege is negligible.

Cryptographic secrecy in C via hybrid argument. Next we show that the advantage
of Dis is still negligible for the combined syste@},, which contains real instead of
simulated symmetric encryptions. Assume for contradidtiat it were not. We then
construct a machin®is’, called extended system distinguishéhat can distinguish
the viewsvh of H and va of A and additionallykeys,.q,;. From its inputeDis’ computes

| := seckeys(vh). Given the key types i it can generate a suitable ligteys s, It
then runsDis on the adversary viewa and eitherkeys,cq; Or keyssres,. The result for
the two types of keys is, by the assumption, significantigrdift for C;, but not for
G5, This allowsDis’ to distinguishC4, and G5, with not negligible advantage.

Our result does not yet contradict the indistinguishapitf C;, and C3, from the
original proof because our extended distinguisher alsg gejs;..; as input. We there-
fore have to extend the hybrid argument to extended digshgus. The framework of
the hybrid argument can remain identical; we only need tosstiwat Dis’ cannot dis-
tinguish any two neighboring hybrid systems. Two such kiglatiffer only in making
either real or simulated encryptions with one particularmsyetric keysk (%), which is
defined as the-th key used for encryption. The proof uses a macBimeComb that
contains one symmetric encryption k&y and a bitb and, depending oh, makes ei-
ther real or simulated encryptions wittt*, and in the latter case answers decryption
requests by table look-up. A lemma in [19] states that thedages ob are indistin-
guishable. We want to show for contradiction thabit’ can distinguish two hybrids,
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one can also distinguish the two cased @i SymComb. This would be trivial if the
key sk(*) in the hybrids were only used for en- and decryption; one @®irnply re-
alize the two hybrids by a fixed paﬂil‘gi) in combination withSymComb with either
b= 0orb = 1. The proof still essentially works like this, but the kéy") might
also be put into lists, sent around, etc. This cannot be ddtiethe internal keysk*
from SymComb. HenceC’%) keeps its own keyk(*) for these purposes. In [19] it is
shown that this use of two different keys instead of one fepiy indistinguishable for
normal (non-extended) distinguishers. (This only holdsabee of the precise order in
which the different keys are treated in the successive tghriThe proof of perfect
indistinguishability shows that no information about theuter” sk() used byC’g_?
flows into the view oH and A. These proof parts are still true, but we have to add
a third part showing that no information abouk(*) flows into the additional input
keysyeq; Tor the extended distinguishBis’.

As keys,.q; cOnsists of keys generated by the honest users, and thutheitior-
rect key generation algorithms, no information abeit? flows into the listceys,cq;
unlesssk(? is one of the keys ikeys,..;. However, by the definition of the hybrids,
sk is a used key, and by the correctnesseakeys, the listkeys,..; Only consists of
unused keys. Hence this can indeed be excluded. This fitighpof that the hybrid
argument is still correct for the more powerful distinguéstiDis’, and thus the proof
that cryptographic key secrecy holds for the most real comtbsystenty, .

Cryptographic secrecy in the real system. Finally, the derivation of the real system
from the combined one, i.e., the bisimulatigrnin Figure 7, maps all the user handles
and all the word attributes corresponding to them identigand thus in particular the
list keys,eq;. By the bisimulation property this derivation is invariaand the view of
equal in runs of the combined or real system except on a riblgigrror set. Hence the
advantage oDis can only differ by a negligible function, as its inputs ongpend on
these invariant values. Thus the advantagBfis also negligible on the real system.

As a by-product of this proof, we furthermore obtain thavalsnces without adversary
handle, i.e., nonces that are symbolically secret, araiimdjuishable from randomly
chosen bitstrings of the same length in the real cryptodcditinary.

5 Conclusion

For the first time, we have linked symbolic secrecy with regptographic secrecy
notions under arbitrary active attacks and for arbitrany@unding protocols. Sym-
bolic secrecy of certain terms is essentially defined by Hseace of these terms from
an adversary’'s knowledge set, cryptographic secrecy bintlistinguishability of the
real secret bitstrings from fresh random bitstrings of tame type, given the view
of a real, cryptographic adversary. We based our resultt@blev-Yao-style ideal
cryptographic library from [16, 18, 19] and its provably sez implementation. We
pointed out why symbolic secrecy does not imply cryptogiaghkcrecy for all terms
and in all situations and therefore investigated two paldidy important cases sepa-
rately, payload (application data) secrecy and key secreoy the former, we came
up with a general cryptographic secrecy definition that sgpa information leakage
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about a payload by the users themselves from informatidaatgain the system, and
we showed that symbolic key secrecy of the protocol implies ho information leaks
in the protocol. For key secrecy, we defined realistic, sylimbally verifiable condi-
tions beyond the absence of a key from the adversary’s kniggleset and showed
that these conditions imply full cryptographic secrecytté torresponding real key.
In order to exemplify the applicability of our results to pyools commonly analyzed
in Dolev-Yao models, we recently conducted a proof of syrtbkdy secrecy for the
strengthened Yahalom protocol based on the ideal cryppbgzdibrary, and we used
the results of this paper to derive cryptographic key sgcoéthe protocol based on
the realization of the cryptographic library.
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Figure 5: Symbolic payload secrecy in a protoSgk. The solid part constitutes the
relevant part of the symbolic definition.
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